
Flexible Template and Model Matching Using Image Intensity

Bernard F. Buxton, Vasileios Zografos
University College London

Department of Computer Science
Gower Street, London, United Kingdom
{B.Buxton, V.Zografos}@cs.ucl.ac.uk

Abstract

Intensity-based image and template matching is briefly
reviewed with particular emphasis on the problems that
arise when flexible templates or models are used. Use of
such models and templates may often lead to a very small
basin of attraction in the error landscape surrounding the
desired solution and also to spurious, trivial solutions. Sim-
ple examples are studied in order to illustrate these prob-
lems which may arise from photometric transformations of
the template, from geometric transforms of it or from inter-
nal parameters of the template that allow similar types of
variation. It is pointed out that these problems are, from
a probabilistic point of view, exacerbated by a failure to
model the whole image, i.e. both the foreground object or
template and the image background, which a Bayesian ap-
proach strictly requires. Some general remarks are made
about the form of the error landscape to be expected in ob-
ject recognition applications and suggestions made as to
optimisation techniques that may prove effective in locat-
ing a correct match. These suggestions are illustrated by a
preliminary example.

1 Introduction

Object recognition and image matching are amongst the
most familiar and long standing activities in computer vi-
sion and image processing and are, for example discussed
in such long-standing textbooks as [22] and [37]. Up to
this day, there exist many applications in a variety of dif-
ferent areas ranging from: image stabilisation [15, 30] and
the registration of medical images [3, 16] with standard im-
ages from a medical encyclopaedia [20], with similar im-
ages [53], or across imaging modalities [28]; to the detec-
tion of objects and even people in video [39, 27], for secu-
rity [29] and inspection (image matching) in manufacturing
and industrial quality control [51, 33].

Most researchers would feel they know how to tackle

such tasks and would select from a variety of feature and
pixel matching methods depending on the characteristics of
the imagery and of the objects of interest, and application
requirements. As expected from the scope of the techniques
used and applications considered a huge variety of match
and mismatch scoring criteria have been employed. Even
within the subset of methods which employ some form of
pixel matching, there is itself a large variety of matching
metrics to which the researcher can refer [36]. Thus, for
example for grey-level imagery, if the intensities in the im-
ages or within the objects to be matched are expected to
be similar except for small deviations caused by random
noise, a sum of squared differences (SSD) measure might
be used. However, if the deviations are large and may in-
clude gross deviations a sum of absolute differences (SAD)
measure would be preferable as it is more robust. If on the
other hand there are occlusions, such measures might be
weighted [25] or ’gated’ only to apply to the visible regions
of the object [34]. Colour adds a further range of choices
to the variety. Finally we note that, when the pixels in the
images or objects to be matched do not correspond in a way
that can be represented by means of a simple mapping func-
tion, mutual information measures are often used, which
can nevertheless detect the underlying patterns of common-
ality [52].

In the remainder of this paper, in Section 2 we discuss
briefly how our recent work on the development of implicit
3D or view-based models of three-dimensional objects has
exposed a number of unexpected difficulties, in particular,
that the basin of attraction surrounding the optimal match
solution is very small. Such difficulties have prompted us to
examine closely traditional template matching approaches.
In Section 3, we show that the smallness of the basin of at-
traction is a difficulty also in traditional template matching
approaches and in Section 4 that incorporation of extrinsic
variations by means of photometric or geometric transfor-
mations of a template exacerbates the problem and can lead
to spurious, trivial solutions. From a probabilistic point of
view many of these deficiencies are related to a failure to
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model the whole image, i.e. both the foreground and back-
ground. Following a very brief summary of the traditional
ways of dealing with photometric variability in Section 5 we
turn in Section 6 to the importance of modelling the back-
ground and indicate some possible ways of doing so. A sim-
ple model is then introduced in Section 7 to illustrate how
such modelling alleviates some of the difficulties and incon-
sistencies discussed and some general remarks are made in
Section 8. A brief discussion of some of the optimisation
methods that it would therefore seem beneficial to use is
given in Section 9 together with some illustrative results.
Conclusions are drawn in Section 10.

2 Image-based object modelling

In recent work, we have been interested in the develop-
ment of iconic, image-based models of three-dimensional
objects imaged by means of ordinary cameras. In construct-
ing such models we have to take into account the main fac-
tors which might influence an object’s appearance, in par-
ticular including:

1. variations in viewpoint, which can drastically affect
the apparent shape of an object;

2. variations in the illumination of an object, which can
change its apparent colour and shading and, even its
apparent texture;

3. variations in the state of the object itself, which could
be as extreme as articulation and changes in reflectance
or the emission of light, or more restricted like the
change in shape of the human head from individual
to individual, or changes brought about by growth and
aging or by facial expression;

4. variations in the camera geometry, number of colour
channels, and sensor spectral sensitivity.

Which of these is dominant depends on the application and
characteristics of the objects and scenes of interest. How-
ever, in many cases camera variations 4) might be consid-
ered the least serious since we are, in principle, in a posi-
tion to know, measure or learn something about these. In
indoor environments, illumination 2) is also frequently con-
trollable, and even in outdoor applications it might be mea-
sured or its variability may be characterised from training
examples. If the object has internal degrees of freedom and
especially if it can change its state of its own volition, 1)
and 3) may be the most difficult or impossible to control.

Our previous work has thus focused on the representa-
tion and characterisation of such effects, in particular those
arising from geometrical changes. Since characterising the

geometry of a three-dimensional object which is not flat re-
quires two or more views, we have shown how the multi-
view geometry may be combined with the popular point dis-
tribution or flexible shape models introduced by Cootes and
Taylor [8] to produce an integrated shape and pose model
(ISPM)) [4, 14].

Having achieved this first step, which may be regarded
as a proper parameterisation of the linear combination of
views (LCV) object representation of Ullman and Basri [50]
and integration of it with the flexible shape model (FSM) of
Cootes and Taylor, we expected that proceeding to a pixel-
based integrated appearance and pose model (IAPM) would
be straightforward.

1. Extension of the FSM to a flexible appearance model
(FAM), though it has proceeded via a number of vari-
ants [26, 6], is now well established and straightfor-
ward [7].

2. The LCV has itself been extended so that images rather
than geometric arrays of landmark points or line draw-
ings can be represented, with results that are frequently
very good, as illustrated in Figure 1, and can be utilised
to interpolate movie sequences from a small number of
snapshots [19, 18].

Preliminary work [41], however, quickly showed that, even
for the LCV alone, this was not the case and that the basin
of attraction within which such a procedure would converge
was very small and that the approach was therefore sensitive
to the initialisation of the algorithm.

3 Comparison with other approaches

Similar effects are encountered in the use of flexible ap-
pearance models, but may often be overcome by use of stan-
dard multi-resolution techniques and image pyramid rep-
resentations [10, 9]. Even though in an FAM the object
model may possess many (over a 100) internal (or as we
termed them in [4, 13, 14], intrinsic) geometric and (appear-
ance) pixel degrees of freedom, the high dimensionality of
this space is not a problem. The magnitude of such intrin-
sic variations is usually quite restricted (to the appropriate
shape and appearance of the object of interest which, if a
face, is usually imaged under quite well-controlled condi-
tions). The difficulties arise from the small number of ex-
trinsic geometric degrees of freedom in such models, such
as the location of the object in the image and it is for this
reason that a multi-resolution iterative search is often em-
ployed. If we regard the FAM as a flexible template rep-
resenting the object in the image, we see that it is the in-
teraction of the structure within the template and the struc-
ture within the image that causes the difficulties. Indeed, a
similar effect may be seen if the geometry of the object is
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(a) (b)

(c) (d)

Figure 1. Example face images constructed
by using variants of the Ullman and Basri LCV
technique, (a) from the early work of Koufakis
and Buxton [24] and (c) an improved version
from the work of Kennedy et al. [23] applied to
a colour image. The original or target images
which here we are modelling by use of a linear
combination of the basis views are shown in
(b) and (d). For details see the references
given.

constrained to that of a square and we just use a rigid tem-
plate to represent the intensity variation within this patch.
The resulting SSD difference windowed matching score or
squared error is illustrated in Figure 2. It has a small basin
of attraction, at the bottom of which the SSD is reduced al-
most to zero, surrounded by a rugged landscape with many
local summits, immits and cols.

4 The difficulty of using a flexible template
with additional extrinsic variations

The discussion in Section 3 begins to illustrate some of
the difficulties that we might encounter in our bid to develop
an IAPM. In fact, the difficulties encountered were much
more severe. The imaged object has many more extrinsic
degrees of freedom. Furthermore, the range of this extrinsic
variation allows the image object model to adopt a wide
variety of shapes and appearances.

Thus, for example, the centred affine trifocal tensor (the

’CATT’) which correctly describes the geometrical varia-
tion of the shape of the image object has 9 degrees of free-
dom [48] which, since the object is centred, are in addi-
tion to the two translational degrees of freedom discussed in
Section 3 above. Similarly, linear models of the photomet-
ric variation in an object’s appearance in an image [46, 42]
introduce at least 3 degrees of freedom even if individual
pixel (texture) variations are ignored [12].

The main problem however, is not the number of addi-
tional degrees of freedom, but the range of variation the
models permit, i.e. their lack of specificity. To illus-
trate such problems, we will consider the simpler problem
of matching a flexible template I

′
m(x

′
, y

′
), say, to an im-

age I(x, y),under affine photometric (grey-level transfor-
mations) and affine geometric transformations [17], of the
kind:

Im(x
′
, y

′
) = aI

′
m(x

′
, y

′
) + b (1)

x = a0 + a1x
′
+ a2y

′

y = b0 + b1x
′
+ b2y

′
.

(2)

In (1), I
′
m(x

′
, y

′
) and Im(x

′
, y

′
) stand respectively for

the template intensities at pixel (x
′
, y

′
) before and after

the photometric transformation whilst in (2) the pixel co-
ordinates x

′
, y

′
before the geometric transformation are

mapped into image co-ordinates (x, y). The net effect of
the two transformations is to map I

′
m(x

′
, y

′
) into Im(x, y).

This loses the degrees of freedom associated with the
view geometry of 3-dimensional objects and is a far from
sufficient model of the potential photometric variations of
such objects but suffices, even with further specialisation as
indicated below, to elucidate a number of important points.
First however, we note that, if our matching criterion is a
SSD error measure, i.e. we

min

{∑
x,y

(I(x, y) − aI
′
m(x, y) − b)2

}
, (3)

minimisation over the parameters (a, b) of the photometric
transformation may be carried out analytically and the result
written in the following form:

min
{〈

∆I2
〉
(1 − r2)

}
, (4)

where 〈. . .〉 stands for a sum or average over the pixels
(x, y), ∆I = I − 〈I〉 and r is the correlation coefficient
defined as:

r =
〈∆I∆Im〉√〈∆I2〉 〈∆I2

m〉 . (5)

Except for the term in
〈
∆I2

〉
, (4) is one of many famil-

iar image matching criteria whose performance in template
matching have been evaluated several times [49, 3]. Other
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familiar forms in which the deviations from the mean in-
tensity are used, or the intensities normalised for the im-
age brightness or level of illumination may similarly be de-
rived by using the photometric transformations which re-
spectively include only the bias b or gain a.

The result (4), in particular the presence of the term〈
∆I2

〉
deserves closer scrutiny. First, we note that, in con-

ventional template matching, the SSD is usually computed
by summing over the pixels lying within the image area,
Am say, covered by the transformed template Im(x, y). If,
the geometric transformation (2) is restricted to translation
of the template and the image or images in which we are
trying to find the object of interest are stationary, the vari-
ance

〈
∆I2

〉
is independent of the position of the template

and (4) reduces simply to maximisation of the magnitude
of the correlation coefficient, r. However, if the image is
not stationary,

〈
∆I2

〉
cannot be removed from (4) without

changing the matching criterion. Moreover, in such cases a
number of difficulties become apparent.

1. Bland regions of the image where there is little or no
variation produce good matches with little error,

2. If we retain the affine geometric transformation (2), the
area Am covered by the transformed template may un-
der scaling or shearing shrink to zero resulting in a zero
variance

〈
∆I2

〉
and spurious matches.

One way to remove such spurious matches is to normalise
by the area Am, but this means that the matching score be-
comes very noisy whenever Am is small. Another is to in-
troduce suitable priors which will add regularising terms to
criterion (3) and bias against spurious solutions in which
the template is shrunk to cover only a very small area [57].
Adopting the probabilistic viewpoint is very satisfying, but
exposes a more fundamental failing of the approach out-
lined above. By using only the area under the transformed
template in the match criterion (3), from a probabilistic
viewpoint the observations we are using to test our hypothe-
sis as to where the object is in the image (which may include
the null hypothesis that the object of interest isn’t present)
are dependent on the parameters of our model, ie on the hy-
pothesis. As pointed out by Sullivan et. al [46, 47], this is
not allowed in a Bayesian approach. Simply put, our ob-
servation is the whole of the image and we should have a
model of the background as well as of the foreground object
or objects of interest. Thus, we should utilise not only pos-
itive evidence of where we are hypothesizing the object or
objects may be, but also negative evidence from elsewhere
in the image where the observed image intensity does not
accord with our expectations for the background.

We should therefore include all pixels in the image in
the sum in our SSD score (3). The variance

〈
∆I2

〉
is then

evaluated over the whole of the image area A, say. Spatial
stationarity within an image I(x, y) is no longer an issue,

Figure 2. Example SSD error landscape for
the 2-dimensional translation space, com-
puted from a traditional windowed template
matching paradigm.

though stationarity over the set of images of interest, for ex-
ample the images in a database, or temporal stationarity of
a sequence in a tracking application remain as significant
questions. One nice outcome of this view is that we do not
have to worry about the possibility of the variance

〈
∆I2

〉
vanishing unless there are trivial, totaly bland images in the
data, which can easily be detected and removed. Another is
that the procedure leads naturally to a mechanism for anom-
aly or novelty detection.

5 Traditional solutions for photometric vari-
ability

A variety of approaches are used to overcome the prob-
lem that the photometry of the image and template may not
match. In practice, it is rare to see explicit application of
transformations such as that defined in (1), probably be-
cause doing so is equivalent to (or almost equivalent to) use
of various normalised matching scores. An alternative, ob-
vious from the linearity of the photometric transformation,
is to high-pass filter the image and template prior to match-
ing. This can bring other advantages as noted below.

If the filtering is appropriately designed and combined
with a decision function, localised features may be extracted
and the features matched. Examples include edge detec-
tion, which may be generic as for example in the design of
a Canny edge detector [5] or tuned to particular types of
edges relevant to particular applications, such as the ’val-
ley edges’ often seen on the extremal contour of a curved
object such as a face [35]. The disadvantage of using lo-
calised features is that we may then be confronted with a
difficult correspondence problem. Unless there is some sim-
plifying aspect of the application, as for example in stereo
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imaging or tracking, solving the correspondences may be of
combinatorial complexity. Occlusion of localised features
and the inevitability of features missed as false negatives
and, more importantly, of distracting clutter from false pos-
itives, can severely exacerbate the problems encountered in
such approaches. For example, such effects often mean that,
even when there is some geometric simplification as when
the epipolar constraint is employed in binocular stereo, the
problem may in practice still be difficult.

6 Background modelling

One downside of the remarks in Section 4 is that we have
to construct a background model as well as a foreground
model for the object(s) of interest. Since the combined
model will necessarily be more complicated than the fore-
ground template model alone, the danger is that the com-
bined models will be less applicable and therefore more
fragile than a model which only includes the foreground.

We thus either have to know what the background is,
build a very simple model, or have a statistical model of
what it is expected to be like. In fact, it is surprisingly often
the case that we know the background or may learn it. Ex-
amples include: medical applications, many monitoring and
some inspection systems. Indeed, in monitoring and inspec-
tion, it is often an essential requirement that the background
is known or has to be modelled [56]. In some cases, as in the
CMU PIE database [43], the background has been recorded
with no objects present (in this case human faces) for the
convenience of researchers.

Moreover, much research has been carried out on the sta-
tistics of natural and man-made imagery [44, 21, 40] and
theoretical and practical results are available that can, and
should be utilised. Here, the important point is that the sta-
tistics of the intensity of such wide classes of imagery are
not very predictable, but thanks to the approximate fractal-
like nature of such images, the distributions of filtered ver-
sions of the images are predicable. Application of a bank
of suitable filters then leads to predictable background sta-
tistics which can also, if desired, be learned anew for each
application, for example by ’layered’ sampling [47]. Ar-
ranging the filter banks, for example by use of appropriate
wavelet filters [1], to produce pyramid representations also
leads to computational efficiencies.

7 A simple model

In order to illustrate several of the above points, it is in-
structive to take our cue from the idea that, in order to be
robust, background models should be simplistic. We thus
construct a very simple example which can act as a surro-
gate for more realistic models, for example of a probabilis-
tic kind. Our basic assumption is that there is an object of

area AO of constant intensity IO in the foreground of an
image I(x, y) of area A which otherwise is of constant in-
tensity IB . The model correspondingly has a foreground
object of intensity Im of area Am centred at (xm, ym) and
a background intensity Ib. The model and object may have
an overlap area AOm as sketched in Figure 3 (a). For sim-
plicity, given that the model contains foreground and back-
ground intensities Im and Ib that we may vary, we shall ig-
nore the photometric transformation (1) and, since we have
not specified the size or shape of the model of area Am,
we will similarly ignore the geometric transformations (2).
This also in this case avoids the possibility of having an
ill-posed problem, though for more realistic examples, such
transformations will in general be essential.

For our simple model, calculation of the match score
such as the SSD is a matter of counting the number of pix-
els in, or the areas of, four contributions where: the model
object overlaps the image object, the model object overlaps
the image background and vice-versa, and where the two
backgrounds overlap, leading to:

min







(Am − AOm)(IB − Im)2+
AOm(IO − Im)2+
(AO − AOm)(IO − Ib)2+
(A − Am − AO + AOm)(IB − Ib)2





 . (6)

In (6) the area of the overlap AOm is a function of the co-
ordinates (xm, ym). Even for simple objects such as rectan-
gles and circles AOm is complicated and non-analytic. Op-
timisation over (xm, ym) (and in general any other model
parameters determining the orientation, size, and shape of
the model object, i.e. affecting Am and AOm) thus has
to be carried out numerically. However, we may choose
in the above whether to treat the photometric values in the
model, Im and Ib as constants or as variables, and in the
latter case carry out optimisation with respect to them ana-
lytically. Thus, for a traditional rigid, windowed template,
Im would be constant and, since we only need the first two
contributions in (6) from under the template, Ib is irrelevant.
It follows that, in this case, (6) becomes simply:

min
{[

(Am − AOm)(IB − Im)2 + AOm(IO − Im)2
]}

,
(7)

in which, if we choose the foreground and background in-
tensities correctly to match the image, (IB − Im)2 may be
replaced by (IB − IO)2 and (IO − Im)2 by zero. However,
if the object model intensity Im is not fixed and we optimise
(7) with respect to it we find that (7) is replaced by:

min
{[

(Am − AOm)(IO − IB)2AOm/Am

]}
. (8)

Whilst (7) has, as expected, a single basin of attraction of
area 4AO containing at its unique minimum the correct lo-
cation of the object (see Figure 3 (b)), (8) does not behave
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in such a nice way. There is a much smaller basin of attrac-
tion, and it is surrounded by a rim beyond which there is no
overlap and the matching score becomes zero as Im adapts
to the image background level (Figure 3 (c))). This simple
behaviour is symptomatic of what can happen if adaptive or
flexible models are not used carefully.

Somewhat surprisingly, simply taking into account all
the evidence from the whole of the image as described in
Section 4 largely alleviates the problem. In this case, we
need to optimise (6) with respect to both Im and IB which,
if Am = AO, leads to:

min

{
(FO − FB)2(Am − AOm)[
AOm/Am + (A−Am)−(Am−AOm)

A−Am

] }
. (9)

This has a single basin of attraction, slightly smaller than
that in the examples above, with a small rim, and when there
is no overlap, a plateau slightly less high than that obtained
when a rigid, windowed template was used (Figure 3 (d)).

8 Some general comments

In the above, the basin of attraction has an area of ap-
proximately 4AO and the landscape outside the basin is
flat (see Figure 3 (b)). Structure within the object and in
the background will, as illustrated in Figure 2, lead to con-
siderable variation of the SSD outside the basin of attrac-
tion. Also, the area of the basin of attraction is larger in our
simple model (probably considerably much larger) than we
should expect in general because:

1. Perfect correlation of the pixel intensities with each
other will not persist right across the object. The object
may be patterned or have systematic variation across it
that will reduce the strength of the correlation and may
change its sign, and the range of the correlations is un-
likely to extend fully across the object.

2. Structure in the foreground and background will tend
to decrease the size of the basin of attraction and make
the rim irregular. Noise will have a similar, but unless
the images are very noisy, less pronounced effect.

Smoothing the image and model will tend to increase the
range of the correlations and also, probably, their strength.
However, neither effect is necessarily guaranteed in the
sense that we can expect such increases to occur monoton-
ically as the smoothing is increased. In general, increased
smoothing will eventually tend to wash-out distinctive fea-
tures on the object and structure in the background, leading
to a decrease in the depth of the basin of attraction and, with
enough smoothing, the merging and disappearance of some
spurious basins of attraction (see Figure 4). This is the basic
reason why multi-resolution pyramid methods are useful in
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Figure 3. The simple matching example. A
sketch of the object and template overlap
geometry (a), the SSD error surface for (b)
a traditional, fixed template matching algo-
rithm, (c) according to equation (8), and (d)
equation (9).
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(a)

(b)

Figure 4. The effects of successive smooth-
ing (Gaussian filter) of the image and the
model. Resulting surfaces (a) with a 10x10
pixel smoothing mask and (b) with a 20x20
pixel mask

template matching. However, such methods are not fool-
proof, cannot be guaranteed to find the correct match to the
object and involve inevitable trade-offs between usefulness
and reliability.

1. Ideally, the top-most level of the pyramid within which
an exhaustive search is carried out is chosen so that
there is sufficient smoothing that it contains one (or
just a few) basins of attraction. These basins of at-
traction must, however, be sufficiently well-defined for
their minima to be detected and located.

2. Ideally, we can track the locations of these min-
ima down the pyramid to the bottom-most, highest-
resolution level of the image itself. However, as the
smoothing is reduced at levels of higher resolution, ei-
ther new basins of attraction are born and/or existing
basins split. Tracking the minima can thus be prob-
lematic and we have no guarantee of arriving at the
desired matching solutions in the image level.

The form of the matching error surface is also significant.
If the background were bland and the image contained sev-
eral instances of the object of interest, the matching error
surface would consist of a plateau, containing several pits,
rather like a cake-tin (see Figure 5 (a)). If the mouth of each

(a)

(b)

Figure 5. Error surfaces produced when there
are many instances of the object in question
in the image. With a bland background (a)
and with clutter in the background (b). Both
of these surfaces pose difficult problems for
most optimisation algorithms.

of the pits were small and the plateau itself distorted into a
rugged landscape by clutter and structure in the background
(see Figure 5 (b)), we will have an optimisation problem in
which finding the pits can be difficult. Certainly, under such
circumstances, gradient descent cannot be expected to work
well nor will multiple starts help, though with the caveats
noted above, smoothing and use of a multi-resolution pyra-
mid may help. Since such a landscape is not of the nested,
ultrametric kind, stochastic gradient methods and simulated
annealing will not necessarily work well either. Similarly,
evolutionary and genetic methods may also run into diffi-
culties, as it may be hard to ensure that the sampling will
find the important areas within the pits.

7



9 Optimisation techniques

There are some techniques however, such as Differential
Evolution (DE) [45] and the Self-Organizing Migrating Al-
gorithm (SOMA) [54] that it seems, may be able to cope
with the above problems. In image processing, however,
the matching error can only be computed numerically and,
at best, interpolated from a discrete sampling a fact which
may reduce the effectiveness of such algorithms.

Nevertheless, a preliminary exploration of the two algo-
rithms with a fairly complicated example and comparison
of the results with a common local search algorithm within
a traditional windowed matching paradigm was promising.
For the test, we used the image of Figure 6 (a) and the tem-
plate in Figure 6 (b). The template is taken from the im-
age (same lighting conditions) and is subject to a random
affine geometric transformation so that, in the matching we
are seeking to find the optimal 6-parameter affine transform
that will match the template with the image.

(a)

(b) (c)

Figure 6. A typical template matching sce-
nario between a scene (a) and a template
that has been randomly affine transformed
(b). The significant background clutter makes
this example difficult to optimise. Unlike local
methods, both DE and SOMA will converge to
the optimal solution and transform the tem-
plate to match the scene (detail)(c).

Comparison of the results obtained from the DE and
SOMA algorithms with those obtained from a local, sim-
plex search algorithm [32] can be seen in Figure 7 (a) and
the resulting template is overlayed on the original image in
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Figure 7. (a) The convergence rate of the evo-
lutionary algorithms (DE and SOMA) com-
pared with that of a local algorithm (simplex).
It is clear that the simplex algorithm cannot
overcome local minima. A hybrid method
using a penalty function to determine the
switching threshold is shown in (b).

Figure 6 (c). We can see that both DE and SOMA produce
similar results and converge to the optimal result, unlike the
simplex method which gets stuck in local minima. How-
ever, in order to obtain these promising results we had to
initialise the populations in the DE and SOMA algorithms
fairly close to the final solution. This seems to be necessary
because the translations are the most difficult parameters to
optimise amongst the 6 dimensions of the affine transform
as discussed in Section 8, (see Figure 2) though it may, as
noted above, be exacerbated by the fact that the translations
are discretised at the pixel resolution. Such good initiali-
sation was only required for the translation space and ini-
tial positions may be provided by algorithms which com-
pute global features of the object of interest [31] such as
colour, brightness, colour co-occurrence, and texture. Al-
ternatively, one could envisage using algorithms which de-
tect regions that cannot be well explained by a background
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model.
In addition we would like to point out that since the con-

vergence speed of both DE and SOMA is initially fast but
then becomes quite slow, a better solution in practice would
be to adopt a hybrid approach, whereby we begin with DE
or SOMA, reduce the error quickly and significantly and
then switch over to a local search method when we are near
or inside the basin of attraction and the local method is guar-
anteed to converge fast. The switch threshold may be se-
lected using a penalty function, which penalises high iter-
ation numbers. By adding the penalty function to the opti-
misation result, we obtain a regularised optimisation result
which has a single global minimum at the threshold point.
When the global optimiser reaches this point, we can switch
over to a local optimisation method on the original objective
function. This can be seen in Figure 7 (b).

10 Conclusions

Our main conclusion is that flexible template matching
needs to be carried out with care and that, in particular,
the whole image, both foreground and background should
be modelled. Doing so is necessary in order to be able
to make a valid probabilistic interpretation of the matching
process, avoids at least some spurious, trivial solutions and
leads to a more satisfying approach capable of encompass-
ing both novelty/anomaly detection and expectation driven
object recognition and location. In addition, background
modelling seems to improve the form of the error surface
and to make the basin of attraction of the desired solution
less difficult to find. It is argued that, nevertheless, the char-
acteristics of the matching problem are such that the error
surface will in general be rugged and of a form that renders
many of the common algorithms ineffective or unreliable,
in particular for finding the object location. It is suggested
that some evolutionary algorithms that have recently proved
useful in a variety of engineering and signal processing ap-
plications [38, 55] may be appropriate and some prelimi-
nary, illustrative results given. Much remains to be done to
explore and characterise the form of the error surface more
fully, but we hope that doing so will enable us to tailor such
algorithms more closely to the problem and thereby develop
more effective solutions.
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[48] T. Thórhallsson and D. W. Murray. The tensors of three
affine views. In Proc. of the Computer Vision and Pattern
Recognition conference, June 1999.

[49] D.-M. Tsai, C.-T. Lin, and J.-F. Chen. The evaluation of
normalized cross correlations for defect detection. Pattern
Recognition Letters, 24(15):2525–2535, November 2003.

[50] S. Ullman and R. Basri. Recognition by linear combinations
of models. IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, 13(10):992–1006, October 1991.

[51] D. Vernon. Machine Vision: Automated Visual Inspection
and Robot Vision. Prentice Hall, 1991.

[52] P. Viola and W. M. W. III. Alignment by maximization of
mutual information. Proc. 5th Int. Conf. Computer Vision,
pages 16–23, 1995.

[53] J. B. West, J. M. Fitzpatrick, and M. Y. W. et al. Comparison
and evaluation of retrospective intermodality image registra-
tion techniques. Journal of Computer Assisted Tomography,
21(4):554–566, 1997.

[54] I. Zelinka. SOMA-Self Organizing Migrating Algorithm.
In G. Onwubolu and B. V. Babu, editors, New optimization
techniques in engineering. Springer, Berlin, 2004.

[55] I. Zelinka and V. Kresalek. Fine Mechanics and Optics,
chapter Evolutionary Algorithms and their Applicability in
Physics, (Czech ed.). Number ISSN 0447-6441. 2003.

[56] Q. Zhou and J. K. Aggarwal. Tracking and classifying mov-
ing objects from video. In Proc. of the 2nd IEEE internat.
workshop on PETS, Hawaii, December 2001.

[57] V. Zografos and B. F. Buxton. Affine invariant, model-based
object recognition using robust metrics and Bayesian statis-
tics. ICIAR 2005 LNCS, 2005.

10


