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#### Abstract

This report contains properties and approximations of some matrix valued probability density functions. Expected values of functions of generalised Beta type II distributed random variables are derived. In two Theorems, approximations of matrix variate distributions are derived. A third theorem contain a marginalisation result.


## 1 Some matrix variate distributions

### 1.1 Wishart distribution

Let $\mathbb{S}_{++}^{d}$ be the set of symmetric positive definite $d \times d$ matrices. The random matrix $X \in \mathbb{S}_{++}^{d}$ is Wishart distributed with degrees of freedom $n>d-1$ and $d \times d$ scale matrix $N \in \mathbb{S}_{++}^{d}$ if it has probability density function (pdf) [1, Definition 3.2.1]

$$
\begin{align*}
p(X) & =\mathcal{W}_{d}(X ; n, N)  \tag{1}\\
& =\frac{|X|^{\frac{n-d-1}{2}}}{2^{\frac{n d}{2}} \Gamma_{d}\left(\frac{n}{2}\right)|N|^{\frac{n}{2}}} \operatorname{etr}\left(-\frac{1}{2} N^{-1} X\right), \tag{2}
\end{align*}
$$

where, for $a>\frac{d-1}{2}$, the multivariate gamma function, and its logarithm, can be expressed in terms of the ordinary gamma function as [1, Theorem 1.4.1]

$$
\begin{align*}
\Gamma_{d}(a) & =\pi^{d(d-1)} \prod_{i=1}^{d} \Gamma(a-(i-1) / 2),  \tag{3a}\\
\log \Gamma_{d}(a) & =d(d-1) \log \pi+\sum_{i=1}^{d} \log \Gamma(a-(i-1) / 2) . \tag{3b}
\end{align*}
$$

Let $A_{i j}$ denote the $i, j$ :th element of a matrix $A$. The expected value and covariance of $X$ are [1, Theorem 3.3.15]

$$
\begin{align*}
\mathrm{E}\left[X_{i j}\right] & =n N_{i j},  \tag{4}\\
\operatorname{Cov}\left(X_{i j}, X_{k l}\right) & =n\left(N_{i k} N_{j l}+N_{i l} N_{j k}\right) . \tag{5}
\end{align*}
$$

### 1.2 Inverse Wishart distribution

The random matrix $X \in \mathbb{S}_{++}^{d}$ is inverse Wishart distributed with degrees of freedom $v>2 d$ and inverse scale matrix $V \in \mathbb{S}_{++}^{d}$ if it has pdf $[1$, Definition 3.4.1]

$$
\begin{align*}
p(X) & =\mathcal{I} \mathcal{W}_{d}(X ; v, V)  \tag{6}\\
& =\frac{2^{-\frac{v-d-1}{2}}|V|^{\frac{v-d-1}{2}}}{\Gamma_{d}\left(\frac{v-d-1}{2}\right)|X|^{\frac{v}{2}}} \operatorname{etr}\left(-\frac{1}{2} X^{-1} V\right) . \tag{7}
\end{align*}
$$

The expected value and covariance of $X$ are [1, Theorem 3.4.3]

$$
\begin{align*}
\mathrm{E}\left[X_{i j}\right] & =\frac{V_{i j}}{v-2 d-2}, \quad v-2 d-2>0  \tag{8}\\
\operatorname{Cov}\left(X_{i j}, X_{k l}\right) & =\frac{2(v-2 d-2)^{-1} V_{i j} V_{k l}+V_{i k} V_{j l}+V_{i l} V_{j k}}{(v-2 d-1)(v-2 d-2)(v-2 d-4)}, \quad v-2 d-4>0 \tag{9}
\end{align*}
$$

### 1.3 Generalized matrix variate Beta type II distribution

Let $\mathbb{S}_{+}^{d}$ be the set of symmetric positive semi-definite $d \times d$ matrices. The random matrix $X \in \mathbb{S}_{++}^{d}$ is generalized matrix variate Beta type II distributed with matrix parameters $\Psi \in \mathbb{S}_{+}^{d}$ and $\Omega>\Psi$, and scalar parameters $a$ and $b$, if it has pdf [1, Definition 5.2.4]

$$
\begin{align*}
p(X) & =\mathcal{G B}_{d}^{I I}(X ; a, b, \Omega, \Psi)  \tag{10}\\
& =\frac{|X-\Psi|^{a-\frac{d+1}{2}}|\Omega+X|^{-(a+b)}}{\beta_{d}(a, b)|\Omega+\Psi|^{-b}}, \quad X>\Psi \tag{11}
\end{align*}
$$

where, for $a>\frac{d-1}{2}$ and $b>\frac{d-1}{2}$, the multivariate beta function is expressed in terms of the multivariate gamma function as [1, Theorem 1.4.2]

$$
\begin{equation*}
\beta_{d}(a, b)=\frac{\Gamma_{d}(a) \Gamma_{d}(b)}{\Gamma_{d}(a+b)} . \tag{12}
\end{equation*}
$$

Let $\mathbf{0}_{d}$ be a $d \times d$ all zero matrix. If $\Psi=\mathbf{0}_{d}$, the first and second order moments of $X$ are [1, Theorem 5.3.20]

$$
\begin{align*}
\mathrm{E}\left[X_{i j}\right]= & \frac{2 a}{2 b-d-1} \Omega_{i j}  \tag{13}\\
\mathrm{E}\left[X_{i j} X_{k l}\right]= & \frac{2 a}{(2 b-d)(2 b-d-1)(2 b-d-3)}\left[\{2 a(2 b-d-2)+2\} \Omega_{i j} \Omega_{k l}\right. \\
& \left.+(2 a+2 b-d-1)\left(\Omega_{j l} \Omega_{i k}+\Omega_{i l} \Omega_{k j}\right)\right], \quad 2 b-d-3>0 \tag{14}
\end{align*}
$$

## 2 Expected values of the $\mathcal{G B}_{d}^{I I}$-distribution

This appendix derives some expected values for the matrix variate generalized beta type-II distribution.

### 2.1 Expected value of the inverse

Let $U$ be matrix variate beta type-II distributed with pdf [1, Definition 5.2.2]

$$
\begin{align*}
p(U) & =\mathcal{B}_{d}^{I I}(U ; a, b)  \tag{15}\\
& =\frac{|U|^{a-\frac{d+1}{2}}\left|\mathbf{I}_{d}+U\right|^{-(a+b)}}{\beta_{d}(a, b)} \tag{16}
\end{align*}
$$

where $a>\frac{d-1}{2}, b>\frac{d-1}{2}$, and $\mathbf{I}_{d}$ is a $d \times d$ identity matrix. Then $U^{-1}$ has pdf [1, Theorem 5.3.6]

$$
\begin{equation*}
p\left(U^{-1}\right)=\mathcal{B}_{d}^{I I}\left(U^{-1} ; b, a\right) \tag{17}
\end{equation*}
$$

Let $X=\Omega^{1 / 2} U \Omega^{1 / 2}$ where $\Omega \in \mathbb{S}_{++}^{d}$. The pdf of (X) is [1, Theorem 5.2.2]

$$
\begin{equation*}
p(X)=\mathcal{G B}_{d}^{I I}\left(X ; a, b, \Omega, \mathbf{0}_{d}\right) \tag{18}
\end{equation*}
$$

and subsequently the pdf of $X^{-1}=\Omega^{-1 / 2} U^{-1} \Omega^{-1 / 2}$ is

$$
\begin{equation*}
p\left(X^{-1}\right)=\mathcal{G B}_{d}^{I I}\left(X^{-1} ; b, a, \Omega^{-1}, \mathbf{0}_{d}\right) \tag{19}
\end{equation*}
$$

The expected value of $X^{-1}$ is [1, Theorem 5.3.20]

$$
\begin{equation*}
\mathrm{E}\left[X^{-1}\right]=\frac{2 b}{2 a-d-1} \Omega^{-1} . \tag{20}
\end{equation*}
$$

### 2.2 Expected value of the log-determinant

Let $y$ be a univariate random variable. The moment generating function of $y$ is defined as

$$
\begin{equation*}
\mu_{y}(s) \triangleq \mathrm{E}_{y}\left[e^{s y}\right] \tag{21}
\end{equation*}
$$

and the expected value of $y$ is given in terms of $\mu_{y}(s)$ as

$$
\begin{equation*}
\mathrm{E}[y]=\left.\frac{d \mu_{y}(s)}{d s}\right|_{s=0} \tag{22}
\end{equation*}
$$

Let $y=\log |X|$, where $p(X)=\mathcal{B}_{d}^{I I}(X ; a, b)$. The moment generating function of $y$ is

$$
\begin{align*}
\mu_{y}(s)= & \mathrm{E}\left[|X|^{s}\right]=\int|X|^{s} p(X) d X  \tag{23a}\\
= & \int|X|^{s} \beta_{d}^{-1}(a, b)|X|^{a-\frac{1}{2}(d+1)}\left|\mathbf{I}_{d}+X\right|^{-(a+b)} d X  \tag{23b}\\
= & \beta_{d}^{-1}(a, b) \beta_{d}(a+s, b-s) \\
& \times \int \beta_{d}^{-1}(a+s, b-s)|X|^{a+s-\frac{1}{2}(d+1)}\left|\mathbf{I}_{d}+X\right|^{-(a+s+b-s)} d X  \tag{23c}\\
= & \frac{\beta_{d}(a+s, b-s)}{\beta_{d}(a, b)} \int \mathcal{B}_{d}^{I I}(X ; a+S, b-s) d X  \tag{23~d}\\
= & \frac{\beta_{d}(a+s, b-s)}{\beta_{d}(a, b)}=\frac{\Gamma_{d}(a+s) \Gamma_{d}(b-s)}{\Gamma_{d}(a+s+b-s)} \frac{\Gamma_{d}(a+b)}{\Gamma_{d}(a) \Gamma_{d}(b)}  \tag{23e}\\
= & \frac{\Gamma_{d}(a+s) \Gamma_{d}(b-s)}{\Gamma_{d}(a) \Gamma_{d}(b)} \tag{23f}
\end{align*}
$$

The expected value of $y$ is

$$
\begin{align*}
& \mathrm{E}[y]=\mathrm{E}[\log |X|]  \tag{24a}\\
& =\left.\frac{d\left(\Gamma_{d}(a+s) \Gamma_{d}(b-s)\right)}{d s}\right|_{s=0} \frac{1}{\Gamma_{d}(a) \Gamma_{d}(b)}  \tag{24b}\\
& =\left.\left(\frac{\frac{d \Gamma_{d}(a+s)}{d s}}{\Gamma_{d}(a+s)}+\frac{\frac{d \Gamma_{d}(b-s)}{d s}}{\Gamma_{d}(b-s)}\right)\right|_{s=0}  \tag{24c}\\
& =\left.\left(\frac{d \log \Gamma_{d}(a+s)}{d s}+\frac{d \log \Gamma_{d}(b-s)}{d s}\right)\right|_{s=0}  \tag{24d}\\
& =\left.\left(\sum_{i=1}^{d} \frac{d \log \Gamma(a+s-(i-1) / 2)}{d s}+\frac{d \log \Gamma(b-s-(i-1) / 2)}{d s}\right)\right|_{s=0}  \tag{24e}\\
& =\sum_{i=1}^{d} \psi_{0}(a-(i-1) / 2)-\psi_{0}(b-(i-1) / 2), \tag{24f}
\end{align*}
$$

where $\psi_{0}(\cdot)$ is the digamma function, also called the polygamma function of order zero. If $p(Y)=\mathcal{G B}_{d}^{I I}\left(Y ; a, b, \Omega, \mathbf{0}_{d}\right)$, then $Z=\Omega^{-1 / 2} Y \Omega^{-1 / 2}$ has pdf $\mathcal{B}_{d}^{I I}(Z ; a, b)[1$, Theorem 5.2.2]. It then follows that

$$
\begin{align*}
\mathrm{E}[\log |Y|] & =\mathrm{E}\left[\log \left|\Omega^{1 / 2} \Omega^{-1 / 2} Y \Omega^{-1 / 2} \Omega^{1 / 2}\right|\right]  \tag{25a}\\
& =\mathrm{E}\left[\log \left|\Omega^{1 / 2}\right|+\log \left|\Omega^{-1 / 2} Y \Omega^{-1 / 2}\right|+\log \left|\Omega^{1 / 2}\right|\right]  \tag{25b}\\
& =\mathrm{E}\left[\log |\Omega|+\log \left|\Omega^{-1 / 2} Y \Omega^{-1 / 2}\right|\right]  \tag{25c}\\
& =\log |\Omega|+\mathrm{E}[\log |Z|]  \tag{25~d}\\
& =\log |\Omega|+\sum_{i=1}^{d}\left[\psi_{0}(a-(i-1) / 2)-\psi_{0}(b-(i-1) / 2)\right] \tag{25e}
\end{align*}
$$

## 3 Approximating a $\mathcal{G B}_{d}^{I I}$-distribution with an $\mathcal{I} \mathcal{W}_{d^{-}}$ distribution

This section presents a theorem that approximates a $\mathcal{G B}_{d}^{I I}$-distribution with an $\mathcal{I} \mathcal{W}_{d}$-distribution.

### 3.1 Theorem 1

Theorem 1. Let $p(X)=\mathcal{G B}_{d}^{I I}\left(X ; a, b, \Omega, \mathbf{0}_{d}\right)$, and let $q(X)=\mathcal{I W}_{d}(X ; v, V)$ be the minimizer of the Kullback-Leibler (KL) divergence between $p(X)$ and $q(X)$ among all $\mathcal{I}_{d^{-}}$-distributions, i.e.

$$
\begin{equation*}
q(X) \triangleq \underset{q(\cdot)=\mathcal{I} \mathcal{W}_{d}(\cdot)}{\arg \min } \operatorname{KL}(p(X) \| q(X)) . \tag{26}
\end{equation*}
$$

Then $V$ is given as

$$
\begin{equation*}
V=\frac{(v-d-1)(2 a-d-1)}{2 b} \Omega, \tag{27}
\end{equation*}
$$

and $v$ is the solution to the equation

$$
\begin{align*}
& \sum_{i=1}^{d}\left[\psi_{0}\left(\frac{2 a+1-i}{2}\right)-\psi_{0}\left(\frac{2 b+1-i}{2}\right)\right. \\
& \left.+\psi_{0}\left(\frac{v-d-i}{2}\right)\right]-d \log \left(\frac{(v-d-1)(2 a-d-1)}{4 b}\right)=0 \tag{28}
\end{align*}
$$

where $\psi_{0}(\cdot)$ is the digamma function (a.k.a. the polygamma function of order $0)$.

### 3.2 Proof of Theorem 1

The density $q(X)$ is given as

$$
\begin{align*}
& q(X) \triangleq \underset{q(X)}{\arg \min } \mathrm{KL}(p(X) \| q(X))  \tag{29a}\\
&= \underset{q(X)}{\arg \max } \int p(X) \log (q(X)) d X  \tag{29b}\\
&= \underset{q(X)}{\arg \max } \int p(X)\left[-\frac{(v-d-1) d}{2} \log 2+\frac{v-d-1}{2} \log |V|\right. \\
&\left.-\log \Gamma_{d}\left(\frac{v-d-1}{2}\right)-\frac{v}{2} \log |X|+\operatorname{Tr}\left(-\frac{1}{2} X^{-1} V\right)\right] d X  \tag{29c}\\
&=\underset{q(X)}{\arg \max }-\frac{(v-d-1) d}{2} \log 2+\frac{v-d-1}{2} \log |V| \\
&-\log \Gamma_{d}\left(\frac{v-d-1}{2}\right)-\frac{v}{2} \mathrm{E}_{p}[\log |X|]+\operatorname{Tr}\left(-\frac{1}{2} \mathrm{E}_{p}\left[X^{-1}\right] V\right)  \tag{29d}\\
&= \underset{q(X)}{\arg \max } f(v, V) \tag{29e}
\end{align*}
$$

Differentiating the objective function $f(v, V)$ with respect to $V$ gives

$$
\begin{equation*}
\frac{d f(v, V)}{d V}=\frac{v-d-1}{2} V^{-1}-\frac{1}{2} \mathrm{E}_{p}\left[X^{-1}\right] . \tag{30}
\end{equation*}
$$

Setting to zero and solving for $V$ gives

$$
\begin{equation*}
V=(v-d-1) \mathrm{E}_{p}\left[X^{-1}\right]^{-1}=\frac{(v-d-1)(2 a-d-1)}{2 b} \Omega \tag{31}
\end{equation*}
$$

where the expected value is calculated based on a result derived in Section 2. Differentiating the objective function with respect to $v$ gives

$$
\begin{align*}
\frac{d f(v, V)}{d v} & =-\frac{d}{2} \log 2+\frac{1}{2} \log |V|-\frac{d \log \Gamma_{d}\left(\frac{v-d-1}{2}\right)}{d v}-\frac{1}{2} \mathrm{E}_{p}[\log |X|]  \tag{32a}\\
& =-\frac{d}{2} \log 2+\frac{1}{2} \log |V|-\frac{1}{2} \sum_{i=1}^{d} \psi_{0}\left(\frac{v-d-i}{2}\right)-\frac{1}{2} \mathrm{E}_{p}[\log |X|] \tag{32b}
\end{align*}
$$

Setting the result equal to zero gives

$$
\begin{align*}
0= & \log |V|-d \log 2-\sum_{i=1}^{d} \psi_{0}\left(\frac{v-d-i}{2}\right)-\mathrm{E}_{p}[\log |X|]  \tag{33a}\\
= & \log |V|-d \log 2-\sum_{i=1}^{d} \psi_{0}\left(\frac{v-d-i}{2}\right)-\log |\Omega| \\
& -\sum_{i=1}^{d}\left[\psi_{0}\left(a-\frac{1}{2}(i-1)\right)-\psi_{0}\left(b-\frac{1}{2}(i-1)\right)\right] \tag{33b}
\end{align*}
$$

where the expected value of $\log |X|$ is derived in Section 2. Inserting $V$ from (31) gives

$$
\begin{align*}
0= & \log |\Omega|+d \log \left(\frac{(v-d-1)(2 a-d-1)}{2 b}\right)-d \log 2-\sum_{i=1}^{d} \psi_{0}\left(\frac{v-d-i}{2}\right) \\
& -\log |\Omega|-\sum_{i=1}^{d}\left[\psi_{0}\left(\frac{2 a+1-i}{2}\right)-\psi_{0}\left(\frac{2 b+1-i}{2}\right)\right]  \tag{34}\\
= & d \log \left(\frac{(v-d-1)(2 a-d-1)}{4 b}\right) \\
& -\sum_{i=1}^{d}\left[\psi_{0}\left(\frac{2 a+1-i}{2}\right)-\psi_{0}\left(\frac{2 b+1-i}{2}\right)+\psi_{0}\left(\frac{v-d-i}{2}\right)\right] \tag{35}
\end{align*}
$$

which is the equation for $v$ in the theorem.

### 3.3 Corollary to Theorem 1

Corollary 1. A closed form solution for $v$ can be obtained using only (27) together with matching the first order moments. The expected values of the
densities $p(\cdot)$ and $q(\cdot)$ are [1, Theorems 5.3.20, 3.4.3]

$$
\begin{align*}
& \mathrm{E}_{p}[X]=\frac{2 a}{2 b-d-1} \Omega  \tag{36a}\\
& \mathrm{E}_{q}[X]=\frac{V}{v-2 d-2}=\frac{v-d-1}{v-2 d-2} \frac{2 a-d-1}{2 b} \Omega . \tag{36b}
\end{align*}
$$

Equating the expected values and solving for $v$ gives

$$
\begin{equation*}
v=(d+1) \frac{\frac{2 a-d-1}{2 b}-2 \frac{2 a}{2 b-d-1}}{\frac{2 a-d-1}{2 b}-\frac{2 a}{2 b-d-1}} . \tag{37}
\end{equation*}
$$

### 3.4 Remarks to Theorem 1

The equations for $V(27)$ and $v(28)$ in Theorem 1 correspond to matching the expected value of $X^{-1}$ and $\log |X|$,

$$
\begin{align*}
\mathrm{E}_{q}\left[X^{-1}\right] & =\mathrm{E}_{p}\left[X^{-1}\right],  \tag{38a}\\
\mathrm{E}_{q}[\log |X|] & =\mathrm{E}_{p}[\log |X|] . \tag{38b}
\end{align*}
$$

Notice that in Theorem 1, substituting a value for $v$ into (27) gives the analytical solution for $V$. The parameter $v$ can be found by applying a numerical rootfinding algorithm to (28), see e.g. [2, Section 5.1]. Examples include NewtonRaphson or modified Newton algorithms, see e.g. [2, Section 5.4], for more alternatives see e.g. [2, Chapter 5]. In the following corollary, we supply an alternative to root-finding to obtain a value for $v$.

Matching the expected values, as in Corollary 1, can be seen as an approximation of matching the expected values of the log determinant (38b). Indeed, with numerical simulations one can show that the $v$ given by (37) is approximately equal to the solution of (28), the difference is typically on the order of one tenth of a degree of freedom.

References $[3,1,4]$ contain discussions about using moment matching to approximate a $\mathcal{G B}_{d}^{I I}$-distribution with a $\mathcal{I} \mathcal{W}_{d}$-distribution. Theorem 1 defines an approximation by minimising the KL divergence, which results in matching the expected values (38). The KL criterion is well-known in the literature for its moment-matching characteristics, see e.g. [5, 6].

## 4 Approximating the density of $\mathbb{V}_{\mathrm{x}}$ with a $\mathcal{W}_{d^{-}}$ distribution

This section shows how the distribution of a matrix valued function of the kinematical target state $\mathbf{x}$ can be approximated with a Wishart distribution.

### 4.1 Theorem 2

Theorem 2. Let $\mathbf{x}$ be Gaussian distributed with mean $m$ and covariance $P$, and let $\mathbb{V}_{\mathbf{x}} \triangleq \mathbb{V}(\mathbf{x}) \in \mathbb{S}_{++}^{n_{x}}$ be a matrix valued function of $\mathbf{x}$. Let $p\left(\mathbb{V}_{\mathbf{x}}\right)$ be the density of $\mathbb{V}_{\mathbf{x}}$ induced by the random variable $\mathbf{x}$, and let $q\left(\mathbb{V}_{\mathbf{x}}\right)=\mathcal{W}_{d}\left(\mathbb{V}_{\mathbf{x}} ; s, S\right)$
be the minimizer of the KL-divergence between $p\left(\mathbb{V}_{\mathbf{x}}\right)$ and $q\left(\mathbb{V}_{\mathbf{x}}\right)$ among all $\mathcal{W}$ distributions, i.e.

$$
\begin{equation*}
q\left(\mathbb{V}_{\mathbf{x}}\right) \triangleq \underset{q(\cdot)=\mathcal{W}(\cdot)}{\arg \min } \operatorname{KL}\left(p\left(\mathbb{V}_{\mathbf{x}}\right) \| q\left(\mathbb{V}_{\mathbf{x}}\right)\right) . \tag{39}
\end{equation*}
$$

Then $S$ is given as

$$
\begin{equation*}
S=\frac{1}{s} \mathbb{C}_{I I} \tag{40}
\end{equation*}
$$

and $s$ is the solution to the equation

$$
\begin{equation*}
d \log \left(\frac{s}{2}\right)-\sum_{i=1}^{d} \psi_{0}\left(\frac{s-i+1}{2}\right)+\mathbb{C}_{I}-\log \left|\mathbb{C}_{I I}\right|=0 \tag{41}
\end{equation*}
$$

where $\mathbb{C}_{I} \triangleq \mathrm{E}\left[\log \left|\mathbb{V}_{\mathbf{x}}\right|\right]$ and $\mathbb{C}_{I I} \triangleq \mathrm{E}\left[\mathbb{V}_{\mathbf{x}}\right]$.

### 4.2 Proof of Theorem 2

The density $q\left(\mathbb{V}_{\mathbf{x}}\right)$ is

$$
\begin{align*}
q\left(\mathbb{V}_{\mathbf{x}}\right)= & \underset{q\left(\mathbb{V}_{\mathbf{x}}\right)}{\arg \min } \operatorname{KL}\left(p\left(\mathbb{V}_{\mathbf{x}}\right) \| q\left(\mathbb{V}_{\mathbf{x}}\right)\right)  \tag{42a}\\
= & \underset{q\left(\mathbb{V}_{\mathbf{x}}\right)}{\arg \max } \int p\left(\mathbb{V}_{\mathbf{x}}\right) \log \left(q\left(\mathbb{V}_{\mathbf{x}}\right)\right) d \mathbb{V}_{\mathbf{x}}  \tag{42b}\\
= & \underset{q\left(\mathbb{V}_{\mathbf{x}}\right)}{\arg \max } \int p\left(\mathbb{V}_{\mathbf{x}}\right)\left[-\frac{s d}{2} \log 2-\log \Gamma_{d}\left(\frac{s}{2}\right)\right. \\
& \left.-\frac{s}{2} \log |S|+\frac{s-d-1}{2} \log \left|\mathbb{V}_{\mathbf{x}}\right|+\operatorname{Tr}\left(-\frac{1}{2} S^{-1} \mathbb{V}_{\mathbf{x}}\right)\right] d \mathbb{V}_{\mathbf{x}}  \tag{42c}\\
= & \underset{q\left(\mathbb{V}_{\mathbf{x}}\right)}{\arg \max } \int p(\mathbf{x})\left[-\frac{s d}{2} \log 2-\log \Gamma_{d}\left(\frac{s}{2}\right)\right. \\
& \left.-\frac{s}{2} \log |S|+\frac{s-d-1}{2} \log \left|\mathbb{V}_{\mathbf{x}}\right|+\operatorname{Tr}\left(-\frac{1}{2} S^{-1} \mathbb{V}_{\mathbf{x}}\right)\right] d \mathbf{x}  \tag{42d}\\
= & \underset{q\left(\mathbb{V}_{\mathbf{x}}\right)}{\arg \max } \mathrm{E}_{\mathbf{x}}\left[-\frac{s d}{2} \log 2-\log \Gamma_{d}\left(\frac{s}{2}\right)-\frac{s}{2} \log |S|\right. \\
& \left.+\frac{s-d-1}{2} \log \left|\mathbb{V}_{\mathbf{x}}\right|+\operatorname{Tr}\left(-\frac{1}{2} S^{-1} \mathbb{V}_{\mathbf{x}}\right)\right]  \tag{42e}\\
= & -\frac{s d}{2} \log 2-\log \Gamma_{d}\left(\frac{s}{2}\right)-\frac{s}{2} \log |S| \\
& +\frac{s-d-1}{2} \mathrm{E}_{\mathbf{x}}\left[\log \left|\mathbb{V}_{\mathbf{x}}\right|\right]+\operatorname{Tr}\left(-\frac{1}{2} S^{-1} \mathrm{E}_{\mathbf{x}}\left[\mathbb{V}_{\mathbf{x}}\right]\right) \tag{42f}
\end{align*}
$$

Let $\mathbb{C}_{I}=\mathrm{E}_{\mathbf{x}}\left[\log \left|\mathbb{V}_{\mathbf{x}}\right|\right]$ and $\mathbb{C}_{I I}=\mathrm{E}_{\mathbf{x}}\left[\mathbb{V}_{\mathbf{x}}\right]$. This results in

$$
\begin{align*}
q\left(\mathbb{V}_{\mathbf{x}}\right) & =\underset{q\left(\mathbb{V}_{\mathbf{x}}\right)}{\arg \max }-\frac{s d}{2} \log 2-\log \Gamma_{d}\left(\frac{s}{2}\right)-\frac{s}{2} \log |S|+\frac{s-d-1}{2} \mathbb{C}_{I}+\operatorname{Tr}\left(-\frac{1}{2} S^{-1} \mathbb{C}_{I I}\right) \\
& =\underset{q\left(\mathbb{V}_{\mathbf{x}}\right)}{\arg \max } f(s, S) \tag{43}
\end{align*}
$$

Differentiating the objective function $f(s, S)$ with respect to $S$, setting the result equal to zero and multiplying both sides by 2 gives

$$
\begin{equation*}
-s S^{-1}+S^{-1} \mathbb{C}_{I I} S^{-1}=0 \quad \Leftrightarrow \quad S=\frac{1}{s} \mathbb{C}_{I I} \tag{44}
\end{equation*}
$$

Note that the expected value for $\mathbb{V}_{\mathbf{x}}$ under the Wishart distribution $q(\cdot)$ is $s S=\mathbb{C}_{I I}$. Thus the expected value under $q(\cdot)$ is correct regardless of the parameter $s$. Differentiating the objective function $f(s, S)$ in (43) with respect to $s$ gives

$$
\begin{align*}
\frac{d f(s, S)}{d s} & =-\frac{d}{2} \log 2-\frac{1}{2} \sum_{i=1}^{d} \psi_{0}\left(\frac{s-i+1}{2}\right)-\frac{1}{2} \log |S|+\frac{1}{2} \mathbb{C}_{I}  \tag{45}\\
& =\frac{d}{2} \log \frac{s}{2}-\frac{1}{2} \sum_{i=1}^{d} \psi_{0}\left(\frac{s-i+1}{2}\right)-\frac{1}{2} \log \left|\mathbb{C}_{I I}\right|+\frac{1}{2} \mathbb{C}_{I} \tag{46}
\end{align*}
$$

where we substituted $S$ with (44) to obtain (46). Equating the result to zero and multiplying both sides by 2 gives (41) in Theorem 2.

### 4.3 Corollary to Theorem 2

Corollary 2. $\mathbb{C}_{I}$ and $\mathbb{C}_{I I}$ can be calculated using a Taylor series expansion of $\mathbb{V}_{\mathbf{x}}$ around $\mathrm{x}=m$. A third order expansion yields

$$
\begin{align*}
\mathbb{C}_{I} & \approx \log \left|\mathbb{V}_{m}\right|+\left.\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{x}} \frac{d^{2} \log \left|\mathbb{V}_{\mathbf{x}}\right|}{d \mathbf{x}_{j} d \mathbf{x}_{i}}\right|_{\mathbf{x}=m} P_{i j},  \tag{47a}\\
\mathbb{C}_{I I} & \approx \mathbb{V}_{m}+\left.\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{x}} \frac{d^{2} \mathbb{V}_{\mathbf{x}}}{d \mathbf{x}_{j} d \mathbf{x}_{i}}\right|_{x=m} P_{i j} . \tag{47b}
\end{align*}
$$

In (47) the $i:$ th element of the vector $\mathbf{x}$ and the $i, j: t h$ element of the matrix $P$ are $\mathbf{x}_{i}$ and $P_{i j}$, respectively. Moreover, the matrix $\mathbb{V}_{m}$ is the function $\mathbb{V}_{\mathbf{x}}$ evaluated at the mean $m$ of the random variable $\mathbf{x}$.

The expected values taken via second order Taylor expansions of $\log \left|\mathbb{V}_{\mathbf{x}}\right|$ and $\mathbb{V}_{\mathbf{x}}$ around $\mathbf{x}=m$ are

$$
\begin{align*}
\mathrm{E}_{\mathbf{x}}\left[\log \left|\mathbb{V}_{\mathbf{x}}\right|\right] \approx & \mathrm{E}_{\mathbf{x}}\left[\log \left|\mathbb{V}_{m}\right|+\left.\sum_{i=1}^{n_{x}} \frac{d \log \left|\mathbb{V}_{\mathbf{x}}\right|}{d x_{i}}\right|_{\mathbf{x}=m}\left(\mathbf{x}_{i}-m_{i}\right)\right. \\
& \left.+\left.\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{x}} \frac{d^{2} \log \left|\mathbb{V}_{\mathbf{x}}\right|}{d \mathbf{x}_{j} d \mathbf{x}_{i}}\right|_{\mathbf{x}=m}\left(\mathbf{x}_{i}-m_{i}\right)\left(\mathbf{x}_{j}-m_{j}\right)\right] \\
= & \log \left|\mathbb{V}_{m}\right|+\left.\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{x}} \frac{d^{2} \log \left|\mathbb{V}_{\mathbf{x}}\right|}{d \mathbf{x}_{j} d \mathbf{x}_{i}}\right|_{\mathbf{x}=m} P_{i j}  \tag{48a}\\
\triangleq & \mathbb{C}_{I} \tag{48b}
\end{align*}
$$

and

$$
\begin{align*}
\mathrm{E}_{\mathbf{x}}\left[\mathbb{V}_{\mathbf{x}}\right] \approx & \mathrm{E}_{\mathbf{x}}\left[\mathbb{V}_{m}+\left.\sum_{i=1}^{n_{x}} \frac{d \mathbb{V}_{\mathbf{x}}}{d \mathbf{x}_{i}}\right|_{\mathbf{x}=m}\left(\mathbf{x}_{i}-m_{i}\right)\right. \\
& \left.+\left.\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{x}} \frac{d^{2} \mathbb{V}_{\mathbf{x}}}{d \mathbf{x}_{j} d \mathbf{x}_{i}}\right|_{\mathbf{x}=m}\left(\mathbf{x}_{i}-m_{i}\right)\left(\mathbf{x}_{j}-m_{j}\right)\right] \\
= & \mathbb{V}_{m}+\left.\sum_{i=1}^{n_{x}} \sum_{j=1}^{n_{x}} \frac{d^{2} \mathbb{V}_{\mathbf{x}}}{d \mathbf{x}_{j} d \mathbf{x}_{i}}\right|_{\mathbf{x}=m} P_{i j}  \tag{49a}\\
\triangleq & \mathbb{C}_{I I} \tag{49b}
\end{align*}
$$

Note that this is equal to a third order Taylor series expansion, because the addition of the third order Taylor series terms would not change the results above because all odd central moments of the Gaussian density are zero. Hence, the error of the above approximation is of the order $\mathcal{O}\left(E_{p}\|\mathrm{x}-m\|^{4}\right)$, i.e. the error of a third order Taylor series expansion.

### 4.4 Remarks to Theorem 2

The equations for $S(40)$ and $s(41)$ in Theorem 2 correspond to matching the expected values of $\mathbb{V}_{\mathbf{x}}$ and $\log \left|\mathbb{V}_{\mathbf{x}}\right|$,

$$
\begin{align*}
\mathrm{E}_{q}\left[\mathbb{V}_{\mathbf{x}}\right] & =\mathrm{E}_{p}\left[\mathbb{V}_{\mathbf{x}}\right]  \tag{50a}\\
\mathrm{E}_{q}\left[\log \left|\mathbb{V}_{\mathbf{x}}\right|\right] & =\mathrm{E}_{p}\left[\log \left|\mathbb{V}_{\mathbf{x}}\right|\right] \tag{50b}
\end{align*}
$$

Similarly to (28), numerical root-finding can be used to calculate a solution to (41). Note that using a moment matching approach similar to Corollary 1 to find a value for $s$ is not advisable, since this would lead to further approximations (because the true distribution $p\left(\mathbb{V}_{\mathbf{x}}\right)$ is unknown), and would possibly require a more complicated numerical solution. For $s>d-1$ and any $S \in \mathbb{S}_{++}^{d}$ there is a unique root to (41).

### 4.5 Proof of unique root to (41)

To prove that (41) has a unique solution, we will first show that the optimization function (43), which is what leads to (41), is strictly concave. From the definition of the Wishart distribution we have $s>d-1$ so the problem at hand is to show that (43) is strictly concave with respect to $s$ for $s>d-1$ and for any $S \in \mathbb{S}_{++}^{d}$. Let $S \in \mathbb{S}_{++}^{d}$ be arbitrary and define the function $q(s)$ as

$$
\begin{equation*}
q(s)=-\left(\mathbb{A} \frac{s}{2}+\log \Gamma_{d}\left(\frac{s}{2}\right)\right)+\mathbb{B} \tag{51}
\end{equation*}
$$

where $\mathbb{A}$ and $\mathbb{B}$, defined as

$$
\begin{align*}
& \mathbb{A}=\log (2)+\log |S|-\mathbb{C}_{I},  \tag{52}\\
& \mathbb{B}=-\frac{d+1}{2} \mathbb{C}_{I}+\operatorname{Tr}\left(-\frac{1}{2} S^{-1} \mathbb{C}_{I I}\right), \tag{53}
\end{align*}
$$

are constants with respect to $s$. Note that the equation under investigation, i.e. (41), is nothing but the equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s} q(s)=0 \tag{54}
\end{equation*}
$$

A second order condition for strict concavity of a function is that the second order derivative is $<0$ on the function's domain, see e.g. [7, Section 3.1.4]. We thus need $\mathrm{d}^{2} q(s) / \mathrm{d} s^{2}<0$ for $s>d-1$. The second order derivative of $q(s)$ is

$$
\begin{equation*}
\frac{\mathrm{d}^{2} q(s)}{\mathrm{d} s^{2}}=-\frac{1}{4} \sum_{i=1}^{d} \sum_{k=0}^{\infty} \frac{1}{\left(\left(\frac{s}{2}-\frac{i-1}{2}\right)+k\right)^{2}} \tag{55}
\end{equation*}
$$

where we have used the series expansion of the second order derivative of the function $\log (\Gamma(s))$, see e.g., [8, Equation (1)]. For all $s>d-1$ we have $\mathrm{d}^{2} q(s) / \mathrm{d} s^{2}<0$, and thus the function $q(s)$ is strictly concave.

It now easy to see that

$$
\begin{equation*}
\lim _{s \rightarrow d-1} q(s)=-\infty \tag{56}
\end{equation*}
$$

Similarly we have

$$
\begin{equation*}
\lim _{s \rightarrow \infty} q(s)=-\infty \tag{57}
\end{equation*}
$$

since $\log \Gamma(s)$ (and hence $\left.\log \Gamma_{d}(s)\right)$ grows much faster than $s$ as $s$ goes to infinity. Moreover, the function $q(s)$ is both differentiable and bounded from above in the interval $(d-1, \infty)$. Therefore, we can conclude that there exists a local maximum of the function $q(s)$ in the interval $(d-1, \infty)$ where (41) must be satisfied. This local maximum is unique due to strict concavity.

## 5 Marginalising $\mathcal{I W}(X \mid V) \mathcal{W}(V)$ over $V$

This section presents a result that is similar to the following property [1, Problem 5.33]: if $p(S \mid \Sigma)=\mathcal{W}_{d}(S ; n, \Sigma)$ and $p(\Sigma)=\mathcal{I}_{\mathcal{W}}^{d}(\Sigma ; m, \Psi)$ then the marginal density of $S$ is

$$
\begin{equation*}
p(S)=\mathcal{G B}_{d}^{I I}\left(X ; \frac{n}{2}, \frac{m-d-1}{2}, \Psi, \mathbf{0}_{d}\right) . \tag{58}
\end{equation*}
$$

Theorem 3. Let $p(X \mid V)=\mathcal{I \mathcal { W }}_{d}(X ; v, V / \gamma)$ and let $p(V)=\mathcal{W}_{d}(V ; s, S)$. The marginal for $X$ is

$$
\begin{equation*}
p(X)=\mathcal{G B}_{d}^{I I}\left(X ; \frac{s}{2}, \frac{v-d-1}{2}, \frac{S}{\gamma}, \mathbf{0}_{d}\right) . \tag{59}
\end{equation*}
$$

### 5.1 Proof of Theorem 3

We have $p(X)$ given as

$$
\begin{align*}
& p(X)=\int p(X \mid V) p(V) \mathrm{d} V=\int \mathcal{I}_{\mathcal{W}}^{d}\left(X ; v, \frac{V}{\gamma}\right) \mathcal{W}_{d}(V ; s, S) \mathrm{d} V  \tag{60a}\\
& =\int\left\{2^{\frac{(v-d-1) d}{2}} \Gamma_{d}\left(\frac{v-d-1}{2}\right)|X|^{\frac{v}{2}}\right\}^{-1}\left|\frac{V}{\gamma}\right|^{(v-d-1) / 2} \operatorname{etr}\left(-0.5 X^{-1} \frac{V}{\gamma}\right) \\
& \times\left\{2^{\frac{s d}{2}} \Gamma_{d}\left(\frac{s}{2}\right)|S|^{\frac{s}{2}}\right\}^{-1}|V|^{\frac{s-d-1}{2}} \operatorname{etr}\left(-0.5 S^{-1} V\right) \mathrm{d} V  \tag{60b}\\
& =\left\{\Gamma_{d}\left(\frac{v-d-1}{2}\right) \Gamma_{d}\left(\frac{s}{2}\right)|X|^{\frac{v}{2}}|S|^{\frac{s}{2}}\right\}^{-1} 2^{-\frac{(v+s-d-1) d}{2}} \gamma^{-\frac{(v-d-1) d}{2}} \\
& \times \int|V|^{\frac{v+s-2 d-2}{2}} \operatorname{etr}\left(-0.5\left(\frac{X^{-1}}{\gamma}+S^{-1}\right) V\right) \mathrm{d} V  \tag{60c}\\
& =\left\{\Gamma_{d}\left(\frac{v-d-1}{2}\right) \Gamma_{d}\left(\frac{s}{2}\right)|X|^{\frac{v}{2}}|S|^{\frac{s}{2}}\right\}^{-1} 2^{-\frac{(v+s-d-1) d}{2}} \gamma^{-\frac{(v-d-1) d}{2}} \\
& \times 2^{\frac{s d}{2}} \Gamma_{d}\left(\frac{v+s-d-1}{2}\right)\left|\left(\frac{X^{-1}}{\gamma}+S^{-1}\right)^{-1}\right|^{\frac{v+s-d-1}{2}} \\
& \times \int \mathcal{W}_{d}\left(V ; v+s-d-1, \frac{X^{-1}}{\gamma}+S^{-1}\right) \mathrm{d} V  \tag{60d}\\
& =\left\{\Gamma_{d}\left(\frac{v-d-1}{2}\right) \Gamma_{d}\left(\frac{s}{2}\right)|X|^{\frac{v}{2}}|S|^{\frac{s}{2}}\right\}^{-1} 2^{-\frac{(v+s-d-1) d}{2}} \gamma^{-\frac{(v-d-1) d}{2}} \\
& \times 2^{\frac{(v+s-d-1) d}{2}} \Gamma_{d}\left(\frac{v+s-d-1}{2}\right)\left|(\gamma X)^{-1}+S^{-1}\right|^{-\frac{v+s-d-1}{2}}  \tag{60e}\\
& =\left\{\Gamma_{d}\left(\frac{v-d-1}{2}\right) \Gamma_{d}\left(\frac{s}{2}\right)|X|^{\frac{v}{2}}|S|^{\frac{s}{2}}\right\}^{-1} \gamma^{-\frac{(v-d-1) d}{2}} \\
& \times \Gamma_{d}\left(\frac{v+s-d-1}{2}\right)\left|X^{-1}\left(\frac{S}{\gamma}+X\right) S^{-1}\right|^{-\frac{v+s-d-1}{2}}  \tag{60f}\\
& =\frac{\Gamma_{d}\left(\frac{s+v-d-1}{2}\right)}{\Gamma_{d}\left(\frac{v-d-1}{2}\right) \Gamma_{d}\left(\frac{s}{2}\right)} \gamma^{-\frac{(v-d-1) d}{2}} \frac{\left(\left|X^{-1}\right|\left|\frac{S}{\gamma}+X\right|\left|S^{-1}\right|\right)^{-\frac{v+s-d-1}{2}}}{|X|^{\frac{v}{2}}|S|^{\frac{s}{2}}}  \tag{60~g}\\
& =\frac{1}{\beta_{d}\left(\frac{s}{2}, \frac{v-d-1}{2}\right)} \gamma^{-\frac{(v-d-1) d}{2}} \frac{\left|\frac{S}{\gamma}+X\right|^{-\frac{v+s-d-1}{2}}}{|X|^{\frac{s-d-1}{2}}|S|^{\frac{v-d-1}{2}}}  \tag{60h}\\
& =\frac{|X|^{\frac{s-d-1}{2}}\left|X+\frac{S}{\gamma}\right|^{-\frac{s+v-d-1}{2}}}{\beta_{d}\left(\frac{s}{2}, \frac{v-d-1}{2}\right)\left|\frac{S}{\gamma}\right|^{\frac{v-d-1}{2}}} \tag{60i}
\end{align*}
$$

which, by [1, Theorem 5.2.2], is the probability density function for

$$
\begin{equation*}
\mathcal{G B}_{d}^{I I}\left(X ; \frac{s}{2}, \frac{v-d-1}{2}, \frac{S}{\gamma}, \mathbf{0}_{d}\right) . \tag{61}
\end{equation*}
$$
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## Sammanfattning

Abstract
This report contains properties and approximations of some matrix valued probability density functions. Expected values of functions of generalised Beta type II distributed random variables are derived. In two Theorems, approximations of matrix variate distributions are derived. A third theorem contain a marginalisation result.
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