Magnetometers for tracking metallic targets
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Abstract – Starting from Maxwell’s equations, we derive a sensor model for three-axis magnetometers suitable for localization and tracking applications. The model depends on the relative position between the sensor and target, and a physical magnetic multipole model of the target. Both point targets (far-field) and extended target (near-field) models are provided. The models are validated on data taken from various road vehicles. The suitability of magnetometers for tracking is analyzed in terms of local observability and Cramér Rao lower bound as a function of the sensor positions in a two sensor scenario. Results from field test data indicate excellent tracking of position and velocity of the target, as well as identification of the magnetic target model suitable for target classification.
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1 Introduction

Tracking and classification of targets are primary concerns in automated surveillance systems. The tracking and classification information can be used for statistical purposes, i.e. counting number of target of a specific type and registration of their velocities and directions of arrival. If a permeable body is placed in a region with a homogeneous magnetic field, it becomes magnetized, which gives rise to an additive induced magnetic field [1]. In this work, the magnetic field of the earth induces a magnetization in a vehicle. If the body is moving, this induced magnetic field can be measured at different positions relative to the body with a stationary magnetometer. This signal depends on the position, velocity and the magnetic signature of the target. This work presents non-linear statistical signal processing methods to be used with this signal in order to track vehicles.

The complete description of the induced magnetic field caused by a moving magnetized target is given if the position and the magnetic properties of each atom in the vehicle is known. However, this (almost) infinite state space can also be parameterized using the so-called multipole expansion [1, 2], which is an orthogonal expansion of the magnetic field. Its coefficients are known as the magnetic moments. The highly nonlinear basis functions of this expansion decay more and more rapidly with the distance from the target. Generally, this expansion can be truncated and far away enough (approximately the characteristic length of the target) only the lowest order term of the expansion is of importance. This term is known as the magnetic dipole field and its coefficient as the magnetic dipole moment.

This dipole model has been used by Birsan [3, 4] for target tracking, where simulations of known position and magnetic dipole moment have been used to estimate these parameters. Tracking and estimation were performed using an unscented Kalman filter [3] and an unscented particle filter [4]. Furthermore, several studies have been done exploring the use of underwater magnetometers for tracking of vessels [5, 6, 7], where [7] has used the dipole model not only for localizing the vessel, but also for estimating the positions of the sensors. In [6] a Bayesian match-field approach has been used, which takes the attenuation of the seawater into consideration.

In [4], the problem with determination of arrival direction due to the non-linearity of the measurement model has been addressed, which has been solved with a Monte Carlo based approach known as the particle filter. However, in this work, the vehicle is assumed to follow a straight road and only two directions of arrival have to been considered, which can be solved by initializing two Extended Kalman Filters. Furthermore, the works using the dipole model [3, 4, 7] are based on simulations, whereas this work will compare the theory with experimental data. In addition, in [4] the problem with lack of observability in an one sensor scenario has been addressed. Our work will more precisely describe this unobservable manifold. Finally, the optimal sensor deployment is analyzed in terms of local observability and Cramér Rao lower bound as a function of the sensor positions in a two sensor scenario.
The paper outline is as follows: Section 2 describes the measurement model and compares it with other common sensors. A validation of this sensor model based on experimental data is provided in Section 3. In Section 4 observability and sensor deployment is discussed and in Section 5 results from a target tracking experiment is provided. The paper ends with conclusions and appendix.

2 Theoretical Sensor Model

A permeable object in a homogeneous magnetic field gives rise to a induced magnetic field. In order to design a good statistical signal processing method for tracking and classifying this target, physical insight into how this field depends on the properties of the target as well as the distance and direction from it has to be achieved. If the distance from the object is large in comparison with its characteristic length, the induced magnetic field \( B(\mathbf{r}) \) at position \( \mathbf{r} \) relative to the object can be described as a dipole field. An expression of this field can be derived from Maxwell’s equations (see Appendix 6) and in Cartesian coordinates it is

\[
B(\mathbf{r}) = \frac{\mu_0}{4\pi} \sum_{l} \frac{3(\mathbf{r} \cdot \mathbf{m})r - r^2 \mathbf{m}}{r^5},
\]

where \( \mathbf{m} \) is the magnetic dipole moment of the object and \( r = |\mathbf{r}| \). In the derivation of this term, the Taylor expansion of the potential \( 1/r \) has been truncated (see Equation (40)). By going further with this expansion, higher moments of the magnetic vector potential are found. This expansion is known as the multipole expansion. The \( l \)th magnetic moment \( m_{i_1...i_l} \) is a symmetric traceless tensor of \( l \)th order having \( 2l + 1 \) independent components. The magnetic field of the \( l \)th multipole may be expressed as (for derivation see [8])

\[
B^{(l)}(\mathbf{r}) = \frac{\mu_0}{4\pi} \frac{(2l+1)(\mathbf{r} \cdot \mathbf{M}^{(l)})r - l^2 \mathbf{M}^{(l)}}{r^{l+4}}
\]

where the following vector has been introduced

\[
M_l^{(l)} = \sum_{i_1=1}^{3} \cdots \sum_{i_{l-1}=1}^{3} \frac{x_{i_1} \cdots x_{i_{l-1}}}{r^{l-1}} \frac{1}{l!} m_{i_1...i_{l-1}}
\]

By setting \( l = 1 \) one can easily compute the magnetic dipole in (1). The total magnetic field is then given by

\[
B(\mathbf{r}) = \sum_{l=1}^{\infty} B^{(l)}(\mathbf{r})
\]

The \( r \)-dependences of the field for the different multipoles are \( r^{-3}, r^{-4}, r^{-5} \) etc. At sufficiently large distances the field is dominated by the dipole term. Generally the series (4) can be truncated to arbitrary many multipoles. With a truncation of the \( p \)th first multipoles, one gets

\[
B(\mathbf{r}) = \sum_{l=1}^{p} B^{(l)}(\mathbf{r}) + O \left( \frac{1}{r^{p+3}} \right),
\]

since the the lowest term not included in the expansion will dominate the truncation error at large distances. Thus, the multipole expansion also gives a hint how good this truncation is, which can be used for variance and bias compensation of the measurement.

In the signal processing framework, a sensor model of a time-invariant system is given on the standard form

\[
y_k = h(x_k) + \varepsilon_k,
\]

where \( y_k \) is the measurement, \( x_k \) is the state of the system and \( \varepsilon_k \) is measurement noise, all at time instant \( kT_s, T_s \) being the sample period. Let \( \mathbf{r}_k \) be the position of the target relative to the sensor and \( \mathbf{m}_k \) its magnetic dipole moment. By choosing \( p = 1 \) in (5), one gets the following sensor model

\[
y_k = h(\mathbf{r}_k, \mathbf{m}_k) + \varepsilon_k = \frac{\mu_0}{4\pi} \frac{3(\mathbf{r}_k \cdot \mathbf{m}_k)\mathbf{r}_k - |\mathbf{r}_k|^2 \mathbf{m}_k}{|\mathbf{r}_k|^5} + \varepsilon_k,
\]

where \( \mathbf{r}_k \) and \( \mathbf{m}_k \) are the states of the system. This will be a good far field model since the model error to signal ratio decays as \( O(r^{-4})^2/O(r^{-3})^2 = O(r^{-2}) \). Furthermore, it is instructive to express (1) in spherical coordinates \((r, \theta, \phi)\) with \( \mathbf{m} \) being the zenith direction.

\[
B_r(\mathbf{r}) = \frac{\mu_0}{4\pi} \frac{2m \cos(\theta)}{r^3}
\]

\[
B_\theta(\mathbf{r}) = \frac{\mu_0}{4\pi} \frac{m \sin(\theta)}{r^3}
\]

\[
B_\phi(\mathbf{r}) = 0,
\]

where \( m = |\mathbf{m}| \). Note that these equations reveal the real information in the three-axis magnetometer. Only a two-dimensional subspace affects the sensor, which is parametrized by the range \( r \) and the bearing \( \theta \) to the target (relative its own magnetic dipole moment). One can compare this sensor model with common sensors in tracking and localization applications that also provide range and bearing information:

- A radar measures range and bearing explicitly, while the magnetometer model provides this information implicitly. It should therefore contain similar information. The radar signal decays as \( O(r^{-4}) \), and the usual thresholding gives a binary SNR (either the target is detected or it is not) which depends on range. The SNR for the magnetometer decays continuously as \( O(r^{-6}) \) and in contrast to a radar, the emitted power of the earth magnetic field cannot be increased to improve SNR.

- Time of arrival (TOA) measures the time of flight between two points, which is linear in range. The signal decays approximately as \( O(r^{-2}) \), and similar to the radar the SNR is quantized in the signal strength.
• Received Signal Strength (RSS) measured the signal level (in dB usually), and this level decays logarithmically in range, so SNR is approximately $O(-\log(r))$

3 Sensor Model Validation

In order to validate the far field sensor model (7) real experimental data has been collected with a Xsens magnetometer [9]. In this section, the measurement noise of this data will be analyzed. Furthermore, the experimental setup will be described as well as the methodology of the validation and the results.

3.1 Noise distribution

Without any targets, the magnetometer measures only the present homogeneous magnetic field (the magnetic field of the earth) together with noise. The homogeneous magnetic field can be regarded as a constant bias, and thus be subtracted from the original signal. According to [10] the noise of the magnetometer [9] is white Gaussian, i.e. its samples are i.i.d. and normally distributed. Such a stochastic process is uniquely defined by its covariance matrix (since a bias of the sensor already has been subtracted). This symmetric 3×3-matrix is estimated to be

$$R = 10^{-20} \begin{pmatrix} 0.2150 & 0.0010 & 0.0252 \\ 0.0010 & 0.0549 & 0.0011 \\ 0.0252 & 0.0011 & 0.0954 \end{pmatrix},$$

where the unit of the measurement is Tesla.

3.2 Experimental setup and velocity model

The magnetometer has been placed close to a straight road measuring the induced magnetic field due to vehicles passing by. The sensor setup is presented in Figure 1.

![Figure 1: Sensor setup for model validation. r is a vector from the sensor to the vehicle, v is the velocity of the vehicle and m is the magnetic moment of the vehicle.](image)

Since the road is straight, a constant velocity motion model is assumed for the vehicle. This gives the following discrete state space model:

$$\begin{align*}
\mathbf{r}_{k+1} &= \mathbf{r}_k + T\mathbf{v}_k + \frac{T^2}{2}\mathbf{w}_k \\
\mathbf{v}_{k+1} &= \mathbf{v}_k + Tw_k \\
\mathbf{m}_{k+1} &= \mathbf{m}_k \\
\mathbf{y}_k &= \frac{\mu_0}{4\pi} \frac{3(r_k \cdot \mathbf{m}_k)r_k - |r_k|^2 \mathbf{m}_k}{|r_k|^5} + \mathbf{e}_k,
\end{align*}$$

where $\mathbf{w}_k \sim N(0, Q)$ is white Gaussian process noise and $\mathbf{e}_k \sim N(0, R)$ is white Gaussian measurement noise, given by (9).

3.3 NLS for getting a Ground Truth Solution

Since all vehicles in our experiment pass the sensor with constant velocity, this prior knowledge enables a dedicated procedure to generate the ground truth with high accuracy. That is, assume $v_{k+1} = v_k$ and thus $w_k = 0$ in (10). Set

$$\hat{\mathbf{h}}_k(x) = h(r_0 + kT\mathbf{v}_0, \mathbf{m})$$

The NLS methodology then gives

$$\dot{x} = \arg\min_x V(x)$$

$$V(x) = \sum_{k=1}^{N} (\mathbf{y}_k - \hat{\mathbf{h}}_k(x))^T R^{-1} (\mathbf{y}_k - \hat{\mathbf{h}}_k(x))$$

In this framework, also the covariance of the optimum $\hat{x}$ can be estimated. Since $\nabla V = 0$ at optimum, the covariance can be computed as

$$\text{Cov}(\hat{x}) = \left( \sum_{k=1}^{N} \nabla \hat{h}_k(\hat{x})^T R^{-1} \nabla \hat{h}_k(\hat{x}) \right)^{-1}$$

Furthermore, according to the result in section 4.1 this system is not observable. This problem could be solved with a second sensor. However, in this sensor model validation an assumption has had to be made and the velocity is assumed to be equal to 10 m/s for all vehicles. In order to implement this assumption, the velocity $\mathbf{v}$ has been parameterized with spherical coordinates $(r, \theta, \phi)$, with the $z$-axis as zenith direction and the assumption $r = 10$. The NLS problem can now be solved with the Gauss-Newton algorithm and the result is summarized in Table 1, 2 and 3 for each vehicle. A picture of each vehicle is presented in Figure 3.

From Table 1 it can be concluded that the signal from vehicle 6 produces the best fit with the model and vehicle 1 the worst. This can be explained by looking at the pictures in Figure 3. Here, it can be stated that vehicle 1 is much closer to the sensor in comparison with the characteristic length of the object than vehicle 6. In Figure 2 a plot illustrates the excellent results for
Table 1: The values of the normalized cost function, and the $\theta$ and $\phi$ directions. The standard deviation in parenthesis.

<table>
<thead>
<tr>
<th>Nr</th>
<th>$V(x)$</th>
<th>$N$</th>
<th>$\theta$ [$^\circ$]</th>
<th>$\phi$ [$^\circ$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.4e+04</td>
<td>31</td>
<td>59.4 (0.26)</td>
<td>-11.8 (0.23)</td>
</tr>
<tr>
<td>2</td>
<td>2.5e+04</td>
<td>97</td>
<td>92.6 (0.14)</td>
<td>359 (0.18)</td>
</tr>
<tr>
<td>3</td>
<td>2.5e+03</td>
<td>43</td>
<td>104 (1)</td>
<td>169 (1.5)</td>
</tr>
<tr>
<td>4</td>
<td>5.5e+02</td>
<td>29</td>
<td>93.4 (0.53)</td>
<td>6.43 (0.77)</td>
</tr>
<tr>
<td>5</td>
<td>3.3e+02</td>
<td>27</td>
<td>92 (0.57)</td>
<td>3.47 (1.5)</td>
</tr>
<tr>
<td>6</td>
<td>1.0e+02</td>
<td>23</td>
<td>89.7 (1.6)</td>
<td>176 (2.7)</td>
</tr>
</tbody>
</table>

Table 2: The values of the initial position. The standard deviation in parenthesis.

<table>
<thead>
<tr>
<th>Nr</th>
<th>Initial position $r_0$ [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-6.7, 5.7, -7.3 (0.053, 0.026, 0.037)</td>
</tr>
<tr>
<td>2</td>
<td>-34, -15, 7.6 (0.051, 0.11, 0.096)</td>
</tr>
<tr>
<td>3</td>
<td>17, 6.3, 1.3 (0.15, 0.4, 0.39)</td>
</tr>
<tr>
<td>4</td>
<td>-12, 3.5, -0.79 (0.044, 0.16, 0.087)</td>
</tr>
<tr>
<td>5</td>
<td>-11, 3.7, 0.19 (0.08, 0.28, 0.088)</td>
</tr>
<tr>
<td>6</td>
<td>7.4, 5.1, -0.96 (0.23, 0.34, 0.3)</td>
</tr>
</tbody>
</table>

Table 3: The values of the magnetic dipole moment. The standard deviation in parenthesis.

<table>
<thead>
<tr>
<th>Nr</th>
<th>Magnetic dipole moment $m$ [J/T]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9, -1.3, -6 (0.053, 0.08, 0.057)</td>
</tr>
<tr>
<td>2</td>
<td>-260, 27, -140 (0.91, 1.3, 0.63)</td>
</tr>
<tr>
<td>3</td>
<td>7.6, 3.1, -44 (1.6, 0.4, 0.38)</td>
</tr>
<tr>
<td>4</td>
<td>-3, -0.24, -3.1 (0.04, 0.085, 0.038)</td>
</tr>
<tr>
<td>5</td>
<td>-1.4, 0.25, -1.6 (0.028, 0.072, 0.025)</td>
</tr>
<tr>
<td>6</td>
<td>-1.2, 0.42, -1.4 (0.085, 0.12, 0.05)</td>
</tr>
</tbody>
</table>

vehicle 6. Furthermore, from the same Table 2, the values of $\theta$ and $\phi$ reveal that all the velocities of the vehicles are almost parallel to the x-axis, in accordance with the experimental setup (see Figure 1). It can also be stated that vehicle 1, 4 and 5 move in positive x-direction, whereas, vehicle 2, 3 and 6 move in negative x-direction, which can be verified in Figure 3.

From Tables 2 and 3 only the directions of the presented vector are interesting, since the norms will be scaled if another assumption for the velocity is made.

4 Magnetometer Potential for Localization and Tracking

In this section limitations and possibilities of the magnetometer and its sensor model will be discussed in terms of observability and Cramér Rao lower bound

Figure 2: The measured magnetic field $y_k^{(x)}$ in the x-direction together with the NLS-estimated value $\tilde{h}_k^{(x)}(\hat{x})$ for vehicle 6 with a 90% confidence interval. For the non-linear transformation $\tilde{h}_k^{(x)}(\hat{x})$ a first order Taylor approximation has been used.

Figure 3: The vehicles used in the sensor model validation.
as a function of the placement of a second sensor.

4.1 Single sensor observability

To analyze observability, a local analysis can be performed. Consider the covariance of the NLS estimate (13). This is computed by inverting the information matrix

\[ I(\hat{x}) = \sum_{k=1}^{N} \nabla \hat{h}_k(\hat{x})^T R^{-1} \nabla \hat{h}_k(\hat{x}) \quad (14) \]

Any zero eigenvalues of this matrix makes it singular, which indicates a lack of local observability. The unobservable subspace is spanned by the eigenvectors corresponding to the zero eigenvalues, also known as the kernel of the matrix. This kernel can be computed for a specific setup. Consider the following parameters in Table 4. This will generate a scenario where the target is starting at \([-3, 1, 0]\), following the x-axis and ending at \([3, 1, 0]\).

By parameterization \( \hat{x} = [\hat{r}_0, \hat{v}_0, \hat{m}]^T \) and computing the eigenvalues of the information matrix (14), this will result in one eigenvalue having significantly less magnitude than the other eigenvalues (see Figure 4). The corresponding eigenvector is \([-3, 1, 0, 1, 0, 0, 3, 3, 3]^T \), which equals \([\hat{r}_0, \hat{v}_0, 3\hat{m}]^T \). This property is not unique for the chosen \( \hat{x} \). In fact, it can be shown that \( I(\hat{x}) \cdot [\hat{r}_0, \hat{v}_0, 3\hat{m}]^T = 0 \) for all \( \hat{x} \in \mathbb{R}^9 \). Thus, the kernel is generally given by the following one-dimensional subspace:

\[ \text{Ker}(I(\hat{x})) = (\lambda[\hat{r}_0, \hat{v}_0, 3\hat{m}]^T \mid \lambda \in \mathbb{R}) \quad (15) \]

However, due to the non-linearity, this expression of the unobservable subspace is only valid at the point \( \hat{x} \) and can therefore only be regarded as the tangent of the unobservable one-dimensional manifold at this point. Denote this manifold \( \mathbf{x}(u) = [\hat{r}_0(u), \hat{v}_0(u), \hat{m}(u)]^T \), where \( u \) is a scalar parameter. For each \( u \) there will be a \( \lambda(u) \) such that

\[ \frac{d}{du} \mathbf{x}(u) = \frac{d}{du} \begin{pmatrix} \hat{r}_0(u) \\ \hat{v}_0(u) \\ \hat{m}(u) \end{pmatrix} = \lambda(u) \begin{pmatrix} \hat{r}_0(u) \\ \hat{v}_0(u) \\ 3\hat{m}(u) \end{pmatrix} \quad (16) \]

By choosing the parameterization \( u = \lambda(u)^{-1} \), we get the following unobservable manifold

\[ \mathbf{x}(u) = \begin{pmatrix} u\hat{r}_0 \\ u\hat{v}_0 \\ u^3\hat{m} \end{pmatrix} \quad (17) \]

It is instructive to substitute \( \mathbf{x}(u) \) into (11) and conclude that each \( \mathbf{h}_k(\mathbf{x}(u)) \) is independent of the parameter \( u \), which means that all points in this manifold will give the same output \( \mathbf{y}_k \). For example, multiplying \( \hat{r}_0 \) and \( \hat{v}_0 \) with 2, and \( \hat{m} \) with \( 2^3 = 8 \) will result in the same output \( \mathbf{y}_k \).

Furthermore, from the expression (17) we can conclude that the magnitudes of the vectors \( \hat{r}_0 \), \( \hat{v}_0 \) and \( \hat{m} \) can not be uniquely determined, only a non-linear combination of them. However, their directions are still observable.

4.2 Multi sensor observability

This lack of observability could be solved with a second sensor. To handle multiple sensors, the sensor model has to be slightly expanded. Let the jth sensor be positioned at \( \theta^j \). The target parameter relative to the the jth sensor will then be \( \mathbf{x}^j = [\hat{r}_0 - \theta^j, \hat{v}_0, \hat{m}]^T \). The total sensor model is then given by

\[ \mathbf{y}_k^j = \mathbf{h}_k(\mathbf{x}^j) + \mathbf{e}_k^j \quad \text{for all} \ j \in J \quad (18) \]

Furthermore, in a multi-sensor scenario, the information matrices for each sensor are additive, so

\[ I_{\text{tot}}(\hat{x}, \theta^1 : J) = \sum_{j=1}^{J} I(\hat{x}^j) \quad (19) \]

Now, to the unobservable sensor setup presented in Table 4 a second sensor can be added. By computing the total information matrix it can be concluded that its eigenvalues are all non-zero (see Figure 4) and with that, the system is observable. The concept of observability can be extended by not only distinguishing between zero and non-zero eigenvalues, but also comparing their magnitudes. The design goal in the sensor deployment is then to get all eigenvalues of the same

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial position</td>
<td>( \hat{r}_0[m] )</td>
</tr>
<tr>
<td>Velocity</td>
<td>( \hat{v}_0[m/s^2] )</td>
</tr>
<tr>
<td>Magn. dipole moment</td>
<td>( \hat{m} )</td>
</tr>
<tr>
<td>Measurement noise</td>
<td>( R )</td>
</tr>
<tr>
<td>Samples</td>
<td>( N )</td>
</tr>
<tr>
<td>Sample time</td>
<td>( T )</td>
</tr>
</tbody>
</table>

Table 4: Parameters for a local observability analysis

Figure 4: The eigenvalues of the information matrix for the setup presented in Table 4 being observed with 1) one sensor at \([0,0,0]^T \) and 2) two sensors at \([0,0,0]^T \) and \([0,2,0]^T \).
order of magnitude to get the best possible observability. This property is measured by the condition number of the information matrix \( \kappa(I_{tot}(\hat{x}, \theta^{1:2})) \), which for a positive symmetric matrix can be expressed as

\[
\kappa(A) = \frac{\lambda_{\text{max}}(A)}{\lambda_{\text{min}}(A)},
\]

where \( \lambda_{\text{max}}(A) \) and \( \lambda_{\text{min}}(A) \) are maximal and minimal eigenvalues of \( A \) respectively. A low condition number indicates that the system has good observability properties and its optimal value is 1.

In order to examine where a second magnetometer should be placed to get the most well-conditioned information matrix, the condition number can be computed for different positions of the second sensor \( \theta^2 \). A plot illustrating this is presented in Figure 5. From Figure 5 definition of the information matrix (14), and (21) will thus be fulfilled with equality. The design goal of the sensor deployment in the context of CRLB is then to maximize \( I \) since that will minimize the covariance matrix \( \text{Cov}(\hat{x}) \). This will be achieved by minimizing the following expression

\[
||\text{Cov}(\hat{x})||_2 = ||I^{-1}||_2 = \frac{1}{\lambda_{\text{min}}(I)}. \tag{22}
\]

However, since the goal of this sensor deployment analysis is to find the optimal sensor positions relative to each other and the target trajectory, and not to get optimal absolute positions of the sensors (this would be achieved by localizing the sensors as close as possible to the target!), the parameters must be meaningful normalized. By defining the characteristic length of the problem \( r \) as being the the shortest distance from the target trajectory to the nearest sensor, we can introduce the following dimensionless parameters

\[
\bar{r}_0 = \frac{r_0}{r}, \quad \bar{v}_0 = \frac{v_0}{v/r}, \quad \bar{m} = \frac{m}{l}. \tag{23}
\]

Consequently the measurements \( y \) and the Fischer’s informations matrix \( I \) will be scaled accordingly

\[
\bar{y} = r\beta y, \quad \bar{I} = r^6 I. \tag{27}
\]

and from this we get

\[
||\text{Cov}(\hat{x})||_2 = \frac{1}{\lambda_{\text{min}}(r^6 I)} = \frac{r^{-6}}{\lambda_{\text{min}}(I)} \sim \frac{\lambda_{\text{max}}(I)}{\lambda_{\text{min}}(I)} \tag{28}
\]

since \( I \) decays as signal to noise ratio, which decays as \( O(r^{-6}) \). Thus, this is the same measure as provided in (20) which states that the results found in Figure 5 also will be valid in the context of CRLB.

5 Target Tracking Experiment

In order to track vehicles, one does not want to exclude the possibility to incorporate process noise in the model. Furthermore, in tracking applications the best estimation at each time point should be provided. Therefore the model (10) has to be considered and the state \( \mathbf{r}_k, \mathbf{v}_k \) and \( \mathbf{m}_k \) can at each time instant \( t = kT_s \) be estimated using an Extended Kalman Filter.

To find the initial conditions for the EKF seems to be quite difficult if one doesn’t know anything about the direction from which the vehicle is coming. However, with the prior knowledge that the vehicle follows a one-dimensional road, a better prediction of the initial states can be made. In order to track vehicle 6, two EKFs have been initialized, assuming the vehicle is
(a) The measured and predicted magnetic field in the x-direction

(b) The trajectories according the two different EKFs

Figure 6: Results from a tracking experiment with two differently initialized EKFs predicting the state of vehicle 6 presented with a confidence interval of 90%

coming from the left and from the right, respectively. The results are to be found in Figure 6.

Due to the non-linearity of the model one of these filters will not converge to the right solution. For the false one it violates the assumption that the vehicle moves in x-direction (see Figure 6b). Furthermore, only one filter produces a good match with the measured data (see Figure 6a). With these comments it can be clearly stated that this specific vehicle is coming from the right, which is correct according to Figure 3f.

6 Conclusions and Future Work

We have shown (theoretically and experimentally) that a moving metallic object can be modeled as a magnetic dipole if the distance to the object is large in comparison to its characteristic length. With a single magnetometer, the position, the velocity and the magnetic dipole moment of the vehicle can be estimated with high accuracy. Furthermore, it has been shown that for large objects close to the sensor this far-field model is not satisfactory. In the future, higher order terms of the model approximation will be used to design a more accurate sensor model enabling bias and variance compensation. Also, methods to classify objects will be analyzed.
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Appendix

A magnetized vehicle can be regarded as a region with localized current density. That means, charged particles can move within the region, but neither leave it nor be added to it. This current density gives rise to an induced magnetic field outside the region (see Figure 7). With the assumption that the velocity of the vehicle is constant, this current density will be time-independent (relative to the vehicle). This induced magnetic field, together with the homogeneous magnetic field of the earth, is measured by the magnetometer when a vehicle passes by. In order to derive an expression of this magnetic field as a function of the vector \( \mathbf{r} \) from the vehicle to the observer, the electromagnetic theory has to be addressed.

All electromagnetic phenomena are governed by Maxwell’s equations which are

\[
\nabla \cdot \mathbf{E} = \frac{\rho}{\varepsilon_0} \quad (29)
\]

\[
\nabla \times \mathbf{B} - \mu_0 \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} = \mu_0 \mathbf{J} \quad (30)
\]

\[
\nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0 \quad (31)
\]

\[
\nabla \cdot \mathbf{B} = 0, \quad (32)
\]

where \( \mathbf{E} \) is the electric field, \( \rho \) is the charge density, \( \mathbf{B} \) is the magnetic field, \( \mathbf{J} \) is the current density and \( \varepsilon_0/\mu_0 \) are the permittivity/permeability of free space. Since all currents are constant, only the static version of these equations has to be considered. Furthermore, only the equations concerning the magnetic field and the current
density (30) and (32) have to be considered.

\[ \nabla \times \mathbf{B} = \mu_0 \mathbf{J} \quad (33) \]
\[ \nabla \cdot \mathbf{B} = 0 \quad (34) \]

Since \( \nabla \cdot \mathbf{B} = 0 \) everywhere, \( \mathbf{B} \) must be the curl of some vector field \( \mathbf{A}(r) \), called the vector potential

\[ \mathbf{B}(r) = \nabla \times \mathbf{A}(r). \quad (35) \]

Substituting (35) into (33) gives

\[ \nabla \times (\nabla \times \mathbf{A}(r)) = \mu_0 \mathbf{J} \Rightarrow \nabla (\nabla \cdot \mathbf{A}) - \nabla^2 \mathbf{A} = \mu_0 \mathbf{J}. \quad (36) \]

Since (35) only specifies the curl of \( \mathbf{A} \), the freedom of the so-called gauge transformation allows one to make \( \nabla \cdot \mathbf{A} \) have any convenient functional. With the choice \( \nabla \cdot \mathbf{A} = \mu_0 \) (37) each rectangular component of the vector potential satisfies the Poisson’s equation

\[ \nabla^2 \mathbf{A} = -\mu_0 \mathbf{J} \quad (38) \]

which has the solution

\[ \mathbf{A}(r) = \frac{\mu_0}{4\pi} \int \frac{\mathbf{J}(r')d^3r'}{|r-r'|}. \quad (39) \]

The vector potential of the induced magnetic field in Figure 7 can now be calculated using (39), only integrating over region of the localized current. Furthermore, the denominator in (39) can be expanded in powers of \( r' \). With \( r > r' \) this will be

\[ \frac{1}{|r-r'|} = \frac{1}{r} + (-r')^T \nabla \left( \frac{1}{r} \right) + \frac{1}{2!} (-r')^T \left( \nabla \nabla \frac{1}{r} \right) (-r') + \ldots \quad (40) \]

where \( r = |r| \). By using this Taylor expansion in (39) one gets

\[ A_i(r) = \frac{\mu_0}{4\pi} \left( \frac{1}{r} \int_V J_i(r')d^3r' + \frac{r}{r^3} \cdot \int_V J_i(r')r'd^3r' + \ldots \right) \quad (41) \]

Due to the fact that the current density \( \mathbf{J}(r) \) is localized and obeys the static continuity condition \( \nabla \cdot \mathbf{J} = 0 \) Gauss’ theorem makes the first term in (39) zero. Furthermore, it can be shown that

\[ r \cdot \int_V r'J_i(r) d^3r' = (\mathbf{m} \times r)_i \quad (42) \]

where \( \mathbf{m} \) is the magnetic dipole moment

\[ \mathbf{m} = \frac{1}{2} \int_V r' \times \mathbf{J}(r')d^3r'. \quad (43) \]

The details of these steps are clearly outlined in [1]. Using (43) in (41) gives

\[ \mathbf{A}(r) = \frac{\mu_0}{4\pi} \frac{\mathbf{m} \times r}{r^5} \quad (44) \]

The induced magnetic field can be calculated directly by evaluating the curl of (44).

\[ \mathbf{B}(r) = \frac{\mu_0}{4\pi} \frac{3(r \cdot \mathbf{m})r - r^2 \mathbf{m}}{r^5} \quad (45) \]

When \( r >> r' \) the truncation of the Taylor expansion in (40) makes a good approximation. Thus (45) should be a good far field model for the magnetic field induced by the vehicle.
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