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Abstract—The general Simultaneous Localisation and Mapping (SLAM) problem aims at estimating the state of a moving platform simultaneously with map building of the local environment. Current state-of-the-art methods such as [1] relies on Nonlinear Least-Squares (NLS) batch formulations with structure exploitation for memory efficiency and speed. We investigate the Expectation Maximisation (EM) algorithm for solving a generalized version of the NLS problem. This EM-SLAM algorithm solves two simpler problems iteratively yielding a low computational complexity. The iterations switch between state estimation, which can use any state space smoother, and map estimation, where a quasi-Newton method is suggested. The proposed method is evaluated in real experiments and also in simulations on a platform with a monocular camera attached to an inertial measurement unit. The results show that EM-SLAM has much lower computational complexity than NLS while maintaining comparable accuracy.


I. INTRODUCTION

The aim in Simultaneous Localisation and Mapping (SLAM) is to estimate a moving platform’s position and orientation while mapping the observed environment. A strong trend in SLAM algorithm research is (incremental) batch optimisation which usually solves some form of Nonlinear Least-Squares (NLS) problem [1]–[5]. These often suffer from poor complexity scaling, usually quadratic in batch length. One popular approach is GraphSLAM [6]–[8], where the idea is that the map is implicitly defined through a set of robot poses and the sensor measurements without the need for any explicit map representation. Hence, the only parameters are the poses at the cost of quadratic scaling in batch length, rather than preferably map size [9]. To remedy this many heuristics have been proposed, see e.g., [10], [11]. The graphs are constructed from either incremental pose constraints due to odometry or constraints between arbitrary poses due to loop closing based on sensor data. Pose graphs are natural when the sensor model is locally invertible as in the case of laser scanners [12] or stereo vision [10].

Methods based on camera-only, such as structure from motion (SfM) [13], [14] or Bundle Adjustment (BA) [15], [16], have been known in the computer vision community for quite some time. The estimated structure and motion have unknown universal scale, since the monocular camera suffers from depth ambiguity. In other words, given a motion of the camera, we cannot say if the velocity was large and the scene was close to the camera. One way to resolve the universal scale is to add some kind of velocity measurement, and the inertial measurement unit (IMU), measuring accelerations and angular velocities, is one such way [17]–[21].

There are only a few methods with monocular vision and inertial sensors that use pose graphs. For instance, [4], [9] use view-based matching on whole images combined with odometry and the obtained relative poses are used to construct the graph. A landmark-free sliding window EKF for visual odometry with IMU support is proposed in [22]. In the same spirit [23] uses epipolar geometry and trifocal constraints which implicitly encodes landmarks, while the IMU is integrated between image frames for complexity reduction. However, these methods are structure-less and therefore require other additional computation, if the map is explicitly sought.

Here, we propose a Maximum Likelihood (ML) formulation which is based on the Expectation Maximisation (EM) algorithm [24]. Contrary to GraphSLAM, both the pose and the map are explicitly estimated as in ordinary NLS. The EM framework allows for moving the dominating complexity of the ML solution to scale linearly with the batch length and the map size, rather than quadratically, while still retaining an accuracy comparable to NLS. This is illustrated in a qualitative analysis as well as in experiments. The method is evaluated on, but not restricted to, a system with a monocular camera and IMU sensors. In an EM setting, so-called latent, or hidden, variables are introduced in order to solve difficult ML problems. This is achieved by splitting the problem into two simpler problems, one where expectation with respect to the conditional density of the latent variables has to be calculated and one where a certain function needs to be maximised with respect to the parameters. These two steps are then repeated until convergence. In EM-SLAM, the map is viewed as the unknown parameter and the platform states, such as position and orientation, are considered to be the latent variables.

As a simplified and intuitive motivation for this separation we can consider two simpler problems: one with known map and the other one with known trajectory and orientation. The first problem is then simply the navigation problem with known landmarks. The second problem is known as the triangulation problem, i.e., finding the landmark positions given the known platform positions and camera observations. See e.g., [25] for an example of triangulation application. Each of these problems are rather straightforward to solve separately, but hard to solve combined. By separating the variables in the proposed way, we split the SLAM problem into the above-mentioned two simpler problems. In the conditional expectation step, i.e., navigation, the latent variables are assumed to have Gaussian distribution and that they can be well approximated with an Extended Rauch-Tung-Striebel (E-RTS) smoother, [26].
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However, for other distribution assumptions on the latent variables any appropriate state space smoother can be used. The maximisation step, i.e., triangulation, is solved using a quasi-Newton method. The proposed method is compared with the NLS method, which can be seen as a straightforward ML formulation where both the state sequence and the map are seen as parameters. This reference method is solved using the Levenberg-Marquardt algorithm [27]. The comparison is done for both the performance of the estimation and for the complexity of each approach on both simulations and real data experiment.

The paper is organised as follows; in Section II the Expectation Maximisation algorithm is explained in more detail, and its application to SLAM is described in Section III. The dynamical and measurement models specific to visual/inertial SLAM are introduced in Section IV and NLS-SLAM is explained in Section V. Complexity comparisons between EM-SLAM, NLS-SLAM and GraphSLAM are discussed in Section VI, and a brief explanation about obtaining an initial estimate for the landmarks is given in Section VII. Finally, results, conclusions and future work are discussed in Section VIII and Section IX.

II. EXPECTATION MAXIMISATION

Maximum likelihood in its basic form is a batch method which takes a set of $K$ observations, $Y = \{y_1, \ldots, y_K\}$, and aims at maximising the measurement likelihood, $p_\theta(Y)$, w.r.t., the unknown parameter $\theta$ as

$$\hat{\theta}^{ML} = \arg \max_\theta p_\theta(Y) = \arg \min_\theta - \log p_\theta(Y). \quad (1)$$

The maximisation of (1) can be very difficult and the key idea with Expectation Maximisation is to consider the joint likelihood, $p_\theta(Y,X)$, where $X = \{x_1, \ldots, x_K\}$ are latent variables. Then, by splitting this density into two coupled, and hopefully easier, problems the parameters and the latent variables can be solved for in an iterative manner. The first step is the Expectation step, commonly denoted $E$-step, where the expectation of the joint log-likelihood, $\log p_\theta(Y,X)$, with respect to the density of the latent variable conditioned on all the measurements, $p_{\theta_k}(X|Y)$, is computed. The expectation $E_{\theta_k}\{ \log p_\theta(X,Y)|Y \}$ will be a function, called $Q(\theta, \theta_k)$, of the parameter vector $\theta$ as

$$Q(\theta, \theta_k) = \int p_{\theta_k}(X|Y) \log p_\theta(Y,X) \, dX. \quad (2)$$

Note that the conditional density of the latent variables, $p_{\theta_k}(X|Y)$, is computed using the estimate of the parameters from the previous iteration, called $k$, $\theta_k$, which is also emphasised in the notation. In the Maximisation step or $M$-step, the $Q$ function, obtained in the $E$-step, is maximized with respect to the parameter $\theta$, obtaining new estimate $\theta_{k+1}$. These two steps are repeated until some convergence criterion is met, usually when the change in the parameter or the likelihood value is below a certain threshold.

For an explanation of the EM algorithm applied to dynamical systems see e.g., [28], and how it can be used in system identification is exemplified in [29], where a particle smoother is used to calculate the conditional expectation in the E-step. In [30], [31] nonlinear dynamical models are treated using EM, and the E-step is calculated using an Extended Kalman smoother, which is the same approach that will be used here. All these EM variants are formulated as batch methods, but there are also online EM methods which typically use sequential Monte Carlo and stochastic approximation methods [32], [33]. However, in these online approaches it is assumed that either the joint log-likelihood belongs to the exponential family, or that the state is low dimensional and can be well approximated with particle methods. In our case these assumptions are not met which will require other approximations to be applied.

III. EM-SLAM

We formulate the visual/inertial SLAM problem by defining a state space model as

$$x_t = f(x_{t-1}, u_t, w_t), \quad (3a)$$

$$y_t = h_t(x_t, \theta) + e_t, \quad (3b)$$

where the measurement noise, $e_t$, is considered white and Gaussian with mean zero and covariance $R$, while the process noise, $w_t$, is considered white with mean zero and covariance $Q$. The state transition function is denoted $f$, and $\{u_t|t \in \{1, \ldots, K\}\}$, where $K$ is the total number of signal time instances, are considered to be inputs given by the inertial sensors from which three-dimensional position, velocity and orientation, $x_t = [p^T, v^T, q^T]^T$, $x_t \in \mathbb{R}^6$, are computed. The measurements $y_t$ are the two-dimensional camera measurements, i.e., features extracted from images. In general, an IMU has a higher sampling rate than a camera and a multi-rate system model is obtained. This can be denoted as $\{y_t|t \in G \subseteq \{1, \ldots, K\}\}$, where $G$ contains indices to camera observation instances, and the cardinality is $|G| = N$, i.e., there are $N$ images. Here, we also assume that the IMU and the camera are synchronised in time. The measurement function, $h_t$, relates measurements, states and parameters. Usually, only a part of all the landmarks are measured in each image, and that number is denoted $N_t$, i.e., $y_t \in \mathbb{R}^{2N_t}$. The parameter vector $\theta$ consists of landmark coordinates in three dimensions, i.e., $\theta \in \mathbb{R}^{3M}$ if there are $M$ landmarks. The models in (3) will be defined in detail in Section IV.

The most significant difference between the proposed EM-SLAM formulation and batch SLAM is that the map $\theta$ is treated as a time-independent parameter, while the vehicle state $x_t$ is a constant size vector. This separation is the key to allow for an efficient algorithm since the computation of the conditional expectation, $E$-step, scales linearly in the batch length while the map estimation, $M$-step, scales linearly in the number of landmark measurements (which will roughly increase linearly with the batch length and the map size). Analysis of the complexity will be treated in more detail in Section VI.

The conditional expectation step is assumed to be well approximated by an Extended Rauch-Tung-Striebel (E-RTS) smoother. E-RTS is a straightforward modification of the standard RTS smoother, [26], by using the Extended Kalman
Filter instead of the Kalman Filter in the forward filtering step, while the backward smoothing step is the same as in the original RTS smoother.

The state space formulation above constitutes the basis for the ML formulation that is naturally put into EM setting, i.e., it is straightforward to define the joint likelihood $p_0(X, Y)$. Here the platform states, $X$, are considered to be latent variables. By using the Markov properties this density can be written as

$$p_0(Y, X) = \prod_{t=1}^{K} p_0(y_t|x_t)p(x_t|x_{t-1}).$$

(4)

Notice that the process model does not depend explicitly on the parameter $\theta$, which will simplify the calculations significantly, as will be shown in the next section.

Next, both the E-step and the M-step will be explained in detail, with all derivations and approximations used.

A. E-step

In each E-step, the landmark locations $\theta_k$, obtained in the previous M-step (i.e., iteration $k$), are fixed and used to estimate the platform’s state $x_t$, $t = 1, \ldots, K$. Given the joint likelihood from (4), the expectation step produces a function template in the following form

$$Q(\theta, \theta_k) = E_{\theta_k} \left\{ \log \left[ \prod_{t=1}^{K} p_0(y_t|x_t)p(x_t|x_{t-1}) \right] | Y \right\},$$

(5)

where the measurement likelihood is given by

$$p_0(y_t|x_t) = p_0(e_t) = p_0(y_t - h_t(x_t, \theta)),$$

(6)

and the state transition density, $p(x_t|x_{t-1})$, does not depend on $\theta$. Assuming that the likelihood has a Gaussian distribution, the expectation (5) becomes

$$Q(\theta, \theta_k) = \text{const.} - E_{\theta_k} \left\{ \sum_{t=1}^{K} \frac{1}{2} \| y_t - h_t(x_t, \theta) \|^2_{R_t} + \log p(x_t|x_{t-1}) | Y \right\},$$

(7)

where all the terms not depending on $\theta$ are lumped into a constant term, which will not affect the optimisation in the subsequent step. Notice also that the summation limit is changed to only include the time instances for the images, resulting in $N$ terms in the sum. Due to the nonlinear nature of the measurement function, see Section IV-B, there is no closed form solution. Thus, some approximations are necessary, and one such is

$$Q(\theta, \theta_k) \approx \text{const.} - \frac{1}{2} \sum_{t \in G} \left( \| y_t - h_t(\hat{x}_{t|K}, \theta) \|^2_{R_t} + \text{Tr}(R_t^{-1} \nabla_x h_t(\hat{x}_{t|K}, \theta))P_{t|K}^{ss}(\nabla_x h_t(\hat{x}_{t|K}, \theta)^T) \right).$$

(8)

Here, $\hat{x}_{t|K}$ is the smoothed estimate of the latent variable and $P_{t|K}$ is its covariance. The smoothed estimate is obtained with an E-RTS smoother in the E-step summarised in Algorithm 1.

Algorithm 1 E-step

**Input:** measurements $\{y_t|t \in G \subseteq \{1, \ldots, K\}\}$, inputs $\{u_1, \ldots, u_K\}$, covariance matrices $Q$ and $R$, initial state and its covariance, $x_0$, $P_0$, parameter estimate $\theta_k$

**Output:** $Q(\theta, \theta_k)$

1: $\hat{x}_{0|0} := x_0$
2: $P_{0|0} := P_0$
3: for $t = 1 : K$ do
4: $\hat{x}_{t|t-1} := f(\hat{x}_{t-1|t-1}, u_t)$
5: $P_{t|t-1} := F_{t-1}P_{t-1|t-1}F_{t-1}^T + Q$
6: if Image available then
7: $\hat{x}_{0|0} := \hat{x}_{t|t-1}$
8: $P_{0|0} := P_{t|t-1}$
9: for $j = 1 : N_k$ do
10: $S_j := H_j^T P_{t-1|t-1}^{-1} (H_j^T)^T + R_j$
11: $K_j := P_{t-1|t-1}^{-1} H_j^T (S_j)^{-1}$
12: $P_{t|t} := P_{t-1|t-1} - K_j H_j P_{t-1|t-1}$
13: $\hat{x}_{t|t} := \hat{x}_{t|t-1} + K_j (y_t - h_t(\hat{x}_{t|t-1}, \theta_k))$
14: end for
15: $\hat{x}_{t|t} := \hat{x}_{t|t}$
16: $P_{t|t} := P_{t|t}$
17: end if
18: Where $F_{t-1} = \frac{\partial}{\partial x} f(x, u_t, u_t)|_{x=\hat{x}_{t-1|t-1}, u_t=0}$, and $H_j = \frac{\partial}{\partial x} h_t(x, \theta_k)|_{x=\hat{x}_{t|t-1}}$ are the Jacobians of the expressions in (3) while $\theta_k$ picks out the component corresponding to measurement $y_t$.
19: end for
20: $P_{K|K} := P_{K|K}$
21: for $t = K : 2$ do
22: $S_{t-1} := P_{t-1|t-1} F_{t-1} F_{t-1}^T P_{t-1|t-1}$
23: $P_{t-1|t} := P_{t-1|t-1} + S_{t-1}(P_{t|K} - P_{t|t-1} S_{t-1}^T)$
24: Assemble $Q(\theta, \theta_k)$ according to (8).

The notation $\hat{x}_{t|s}$ denotes the estimate of the state $x_t$ at time $t$ given all the measurements up to time $s$, and likewise for the covariance $P$. Note also that the measurement update in the forward pass of E-RTS can be processed sequentially since the measurements are assumed to be independent. The trace term can be thought of as a regularisation term to compensate for the usage of the estimated latent variables instead of the true ones. If the true ones have been used that term would vanish and only the nonlinear least squares part had to be solved. Note also that the terms in the sum are nonzero only for the observed landmarks per time step. See Appendix for derivation of (8).

B. M-step

In each M-step the platform state is fixed and the location of the landmarks are triangulated. Maximisation (minimisation) of the $Q (-Q)$-function can be done using standard optimisation software. As for our particular setting, the function to be minimised is a nonlinear function of the parameters and
Similarly the accelerometer signals are denoted where the subscript refers to each axis of the body frame. Similarly the gyroscope signals are denoted for the 3D body frame.

IV. MODELS

In this section the models in (3) will be specified. The sensors of interest are monocular camera and 6-DOF inertial sensors, i.e., gyroscopes and accelerometers, contained in a single sensor package. To reduce the state and parameter space the inertial sensors are considered as inputs to a process model. A minimal 3D point landmark parameterisation is used and its measurement function is given by the pinhole projection model.

A. IMU Parametrisation

The models for the gyroscopes and accelerometers are simple as they are only considered to be inputs to the process model. The gyroscope signals are denoted \( \omega^g = [\omega_x^g, \omega_y^g, \omega_z^g]^T \) where the subscript refers to each axis of the body frame. Similarly the accelerometer signals are denoted \( \omega^a = [\omega_x^a, \omega_y^a, \omega_z^a]^T \) which are also given in the sensor body frame. A discretised process model for the position, velocity and rotation, \( [p_t^T, v_t^T, q_t^T]^T \), in the local, inertial, navigation frame is then,

\[
\begin{align*}
    p_t &= p_{t-1} + T v_{t-1} + \frac{T^2}{2} R_t^T (q_{t-1}) \left( (u_x^g + g_b + w_x^g) \right), \\
    v_t &= v_{t-1} + T R_t^T (q_{t-1}) (u_x^g + g_b + w_x^g), \\
    q_t &= \exp \left( \frac{T}{2} \omega (u_x^g + w_x^g) \right) q_{t-1},
\end{align*}
\]

where the \( T \) denotes the sampling interval, \( R(q_t) \) is a rotation matrix parameterisation of the unit quaternion \( q_t = [q_0^p, q_1^p, q_2^p, q_3^p]^T \) which describes the rotation from navigation to body frame, \( g_b = R(q_t) g^n \), is the gravity expressed in the body frame, \( g^n = [0, 0, -g] \) is the local gravity vector expressed in the inertial frame where \( g \approx 9.82 \) and \( \exp(\cdot) \) is here considered as the matrix exponential. The noise terms are assumed Gaussian and independent \( [(u_x^g)^T, (u_x^g)^T]^T = w_t \sim N(0, \text{diag}(Q_x, Q_w)) \). The skew-symmetric matrix

\[
S_\omega(u) = \begin{bmatrix} 0 & -w_x & -w_y & -w_z \\ w_x & 0 & -w_z & w_y \\ w_y & w_z & 0 & w_x \\ -w_z & -w_y & w_x & 0 \end{bmatrix},
\]

parametrisation the quaternion dynamics. This parametrisation is very similar to reduced-dimension observers in [34].

B. Camera Measurements

The monocular camera is modeled as a standard pinhole camera, see cf. [35]. The camera calibration matrix and lens distortion were estimated prior to usage. Since the calibration and distortion are known the undistorted pixels can be pre-computed. The monocular camera is modeled as a standard pinhole and the stacked measurement equation is then

\[
\begin{bmatrix} u^1 \\ v^1 \\ \vdots \\ u^N \\ v^N \\ y^1_m \\ \vdots \\ y^M_m \end{bmatrix} = \begin{bmatrix} P(R(q_t)(m-p_t)) \\ \vdots \\ P(R(q_t)(m-p_t)) \end{bmatrix} + \begin{bmatrix} e^1_u \\ e^1_v \\ \vdots \\ e^N_u \\ e^N_v \\ e^1_m \\ \vdots \\ e^M_m \end{bmatrix},
\]
where \( c_l^t \) denotes the index of the corresponding landmark and \( N_t \) is the number of camera measurements at time \( t \) and \( e_t^{\text{cam}} \sim N(0, \text{\( R_{\text{cam}} \))}. \text{\( R_{\text{cam}} \))} \) is a diagonal matrix since all the measurements are assumed to be mutually independent. In this work the correspondences are assumed to be correctly solved in the initialization step (see Section VII) but in practice there will always be outliers of some kind. This is a strong assumption which should be treated carefully since faulty associations will bias the SLAM estimate. Interesting approaches to data association were exploited in e.g., [36], [37] which both make use of the EM algorithm to estimate correspondences.

V. NONLINEAR LEAST-SQUARES

Another way of solving the ML SLAM problem is to consider all the interesting parameters explicitly instead of having position, velocity and orientation as hidden variables. In this case the parameter vector \( \theta \) will consist of all unknown parameters, that is landmarks, accelerations in navigation frame and rate gyros. The dynamics for the velocity and position is in this case used as explicit constraints. In this setting it is also possible to include biases for accelerations and angular rates as parameters, which was avoided in the EM formulation. This is because the problem greatly simplifies if the parameters affect only the measurement relation, as already explained in Section III. Note however, that these extra terms can be put in the state vector. The measurement models for accelerations and angular rates are then

\[
y_t^a = R(q_t)(a_t - g^a) + b_a + e_t^a,
\]

(13a)

\[
y_t^\omega = \omega_t + b_\omega + e_t^\omega,
\]

(13b)

and camera measurements are defined as in (12)

\[
y_t^{\text{cam}} = h_t(p_t, q_t, M_t) + e_t^{\text{cam}}.
\]

(14)

The unknown parameters are then accelerations, \( a_{1:3}\), angular rates, \( \omega_{1:3}\), initial velocity \( v_0 \), acceleration bias, \( b_a \), angular velocity bias, \( b_\omega \), and landmark positions \( m \). Notice that in this setting the number of IMU measurements is the same as the number of images. For the multi-rate models considered here the IMU signals between camera measurements can simply be averaged as

\[
y_t^{a,\omega} = \frac{1}{G_t - G_{t-1}} \sum_{s = G_{t-1}}^{G_t} y_s^{a,\omega}.
\]

(15)

where \( G_t \) denotes the \( i \)th element of \( G \) (defined in Section III) and \( y_t \) is the averaged measurement used at the image time instance \( t \). Under the assumption that all noises are Gaussian and white, i.e., \( e_t^i \sim N(0, R_i) \), the corresponding negative log-likelihood becomes

\[
\log p_{\theta}(Y) = \sum_{t=1}^{N} \frac{1}{2} \left( \frac{y_t^{a} - R(q_t)(a_t - g^a) - b_a}{R_{a}^{-1}} + \frac{y_t^{\omega} - \omega_t - b_\omega}{R_{\omega}^{-1}} + \frac{\|y_t^{\text{cam}} - h_t(p_t, q_t, M_t)\|^2}{R_{\text{cam}}^{-1}} \right)
\]

(16)

where \( \theta = [a_{1}^{T}, \omega_{1}^{T}, v_{0}^{T}, b_a^T, b_\omega^T, m^{T}]^T \), \( q_t \) is a function of \( \omega_{1:t} \) and \( p_t \) is a function of \( v_0 \) and \( a_{1:t} \). The ML problem can now be formulated as

\[
\hat{\theta}^{\text{ML}} = \arg \min_{\theta} -\log p_{\theta}(Y) \quad (17a)
\]

subject to

\[
\begin{bmatrix}
  p_t \\
  v_t
\end{bmatrix} = F_t \begin{bmatrix}
  p_0 \\
  v_0
\end{bmatrix} + \sum_{i=1}^{t} F_{t-i} B a_i,
\]

(17b)

\[
F = \begin{bmatrix}
  I_3 & T I_3 \\
  0 & I_3
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
  \frac{t^2}{2} I_3
\end{bmatrix},
\]

\[
q_t = \prod_{k=1}^{t} \exp \left( \frac{T}{2} S_\omega(\omega_k) \right) q_0.
\]

(17c)

The constraints can actually be removed by expanding them and substituting them into the cost function giving an unconstrained problem. This problem is solved with e.g., standard Levenberg-Marquardt solver. The estimate obtained in this way will be used to compare to the estimate obtained with the EM-SLAM method.

Note that this particular choice of variables is only one of many possibilities to formulate the NLS problem. Another alternative is to parameterise motion as only poses [5], [38] and parameterisation has in general a great impact on both computational complexity and estimation result. For example, different structural properties of the problem can be utilised, like sparsity of the Jacobian. In many of those cases the complexity is comparable to EM-SLAM (and very similar to GraphSLAM), but the problem can be somewhat non-physically formulated. As an example, if quaternions are used as optimisation variables (which is preferred to Euler angles in three dimensions due to gimbal lock problem) the error term between two quaternions is not a new quaternion [39], since they reside in a \( SO(3) \) and not in a Euclidean space (due to the constraint \( q^T q = 1 \)). This implies that some kind of compensation, e.g., normalisation (in each optimisation iteration) or constrained formulation, must be done in order to solve that kind of problem, which of course increases complexity. Our motivation to compare with the setup in (17) is twofold; first, the error terms should have a physical interpretation, i.e., sensor noise; second, the optimisation variables should reside in Euclidean space due to the nature the iterative search methods.

VI. COMPUTATION COMPLEXITY

The main difference between NLS and EM approach is the number of parameters in the optimisation part. While NLS has both landmarks and platform’s motion as parameters, EM considers the motion as latent variables. Seen the other way around, the ML problem in (1) can be considered as a marginalised version of (16), where motion is integrated out. GraphSLAM, on the other hand, marginalises landmarks and solves the problem only in the motion variables. There are very few examples of GraphSLAM with inertial and monocular camera sensors, due to the non-invertability of the camera measurement equation, but for the comparison’s sake we will give some complexity analysis for GraphSLAM also. For densely observed environments, where the number
of landmarks grows much slower than number of motion parameters, EM-SLAM has potential to have lower complexity than GraphSLAM as will be shown below. A small numerical simulation example will be given for execution time comparison. It should be pointed out that, in our analysis, we are not interested in the exact number of operations, since it is implementation dependent in many cases. For example, matrix multiplications might take into account the structure of the matrices and thus decrease the actual number of operations needed. Also, there are many efficient and mature implementations of various batch SLAM methods available, see e.g., [1], [40], which handles impressively huge data sets. Instead, we will compare different methods’ inherent complexity, i.e., the number of terms that need to be evaluated in one iteration during iterative optimisation, with the order of magnitude, denoted with \( O \)-notation. That is, \( O(n) = O(an) \), where \( a \) is a constant independent of \( n \). It is also assumed that all functions are analytical and that their gradients can be evaluated with constant cost independent of the number of landmarks, measurements or image frames.

In our analysis we will use following notation; the number of landmarks is \( M \), the number of time steps when landmarks are observed is \( N \), i.e., it is the number of image frames. The total number of landmark observations (or measurements) is \( N_c \), which is defined as

\[
N_c = \sum_{t \in G} N_t,
\]

and is linear in the number of camera frames. Note that in the case when all the landmarks are observed the whole time, we have \( N_c = NM \). Define further the average number of measurements per camera time step as \( \bar{N}_c^N = N_c/N \) and the average number of measurements per landmark as \( \bar{N}_c^M = N_c/M \).

A. EM-SLAM

Each iteration of EM-SLAM requires one E-step and one M-step. For the E-step, we assume that the most demanding operation in E-RTS is the measurement update in the forward EKF pass. An IMU usually has a higher sampling rate than the camera, but these data are only used in the time update steps between camera measurements, and recall that the size of the state is 10, which is constant. Also, in the same way, the backward pass of the E-RTS consists of the constant size matrices and vectors independent of the number of camera measurements. The number of operations in the measurement update step is assumed to be proportional to the number of camera measurements in that step. This assumption can be made due to the mutual independence of the measurements, so that the update can be performed sequentially, see e.g., [41]. Since there are \( N \) measurement update steps and the average number of measurements per time step is \( \bar{N}_c^N \), we have \( O(\bar{N}_c^N N) \) in total, i.e., \( O(N_c) \), using the definition of average number of measurements per time step. Note that if the time update and the backward pass are also considered to contribute to the complexity, their contribution is a constant, \( C \), times the number of time steps \( N \). This constant depends on the number of states and the sampling rate of the IMU but independent of the number of camera frames, landmarks and measurements. In that case we will have the average complexity of \( O((\bar{N}_c^N + C)N) \) which is still linear in \( N \).

In the M-step, the main complexity lies in the calculation of the \( Q \)-functions gradient with respect to parameters, \( \theta \), which is a sum of all individual gradients for each landmark in each frame where the landmark is observed. In average this will be the average number of measurements per landmark \( \bar{N}_c^M \). Since there are \( M \) landmarks, the total complexity is \( O(\bar{N}_c^M M) = O(N_c) \), exactly as the E-step. It is also worth mentioning that calculation of the trace term can be simplified by calculation only the diagonal elements of the matrix product used in the trace. This gradient is calculated a number of times during the minimisation procedure, so the total complexity is \( O(kN_c) \). This \( k \) is hard to estimate, and is highly dependent on the particular choice of optimisation routine and the implementation. For our particular setup using BFGS, we have empirically obtained an average of 10 M-step iterations in simulations and real data experiments, which is negligible in comparison to other sizes. This gives that the complexity per one iteration of EM-SLAM is \( O(N_c) \) in total.

B. NLS-SLAM

For NLS-SLAM the Jacobian of the loss function (17) is needed and it consist of derivatives of the acceleration measurement errors w.r.t., acceleration and angular rate parameters, derivatives of the angular rate measurement errors w.r.t., angular rate parameters and derivatives of the camera measurement errors w.r.t., acceleration, angular rate and landmark parameters.

The number of elements in the part of the Jacobian that contains acceleration errors derivatives comes from the number of acceleration and angular rates parameters, which both are \( N \), and the number of acceleration measurements, which also is \( N \). Since error terms in a certain time depend only on acceleration parameters from the same time there are \( N \) of these terms. The acceleration error is dependent on the rotation in the same time instance and the rotation can be obtained by integration of the angular rates up to that time, see (17c). This means that Jacobian’s row for a certain measurement will have non-zero elements for all angular rates up to the time for that measurement. This implies that the number of elements is approximately \( 5N^2 \). Together it gives \( O(N^2 + N) \) complexity for the first part of the Jacobian.

The angular rates error terms at a certain time instance depend only on the angular rates from the same time instance. Since there are \( N \) such terms in total the complexity is \( O(N) \) due to the same reason as for the acceleration errors. The last error terms are the camera measurement terms, and they depend on platform positions, rotations and landmark positions. Platform positions at a certain time can be integrated from accelerations up to that time, just as the rotations mentioned above, using (17b). This means that we need to use all the acceleration and angular rates parameters up to a time for the camera measurement in that time. Since there are \( N \) camera measurements in total, the approximate number of elements to
be evaluated is proportional to \(0.5N_cN\) for both accelerations and angular rates, giving the complexity \(O(N_cN)\). For the derivative w.r.t., landmarks the same reasoning as for the M-step in EM-SLAM can be applied, since these are the same errors depending on the same parameters, and the complexity of that part was \(O(N_c M) = O(N_c)\). Summing all terms from above, the total complexity for evaluating the Jacobian is \(O(N_cN + N^2 + N_c + N)\).

C. GraphSLAM

For GraphSLAM the Jacobian matrix is consisting of derivatives for positions and rotations with respect to each other. It is a symmetric matrix and has dimension \(N^2\). The measurements are integrated (or marginalised) into the elements that represent the positions from which a measured landmark is observed from. In this way the landmark parameters are removed from the optimisation and the measurements are acting as constraints on relative positions of the platform with shared observed landmarks. For example, if the same landmark is observed from three positions, there will be non-zero entries in rows and columns that correspond to times for these positions. This implies that number of non-zero elements for each time step will be the number of all other elements that are connected via all shared landmarks. This number is the average number of measurements per landmark, \(N_cM\), in average. Since there are \(N\) rows (or columns), the total average complexity of GraphSLAM is \(O(N_cM N)\).

D. Comparisons

After this order of magnitude complexity analysis, it is interesting to compare the complexity of each method for different cases of batch length, \(N\), and the number of landmarks, \(M\). In Table I the dominating computation complexity for the three methods is compared for the cases where relative sizes of the batch length and the number of landmarks are varied. These are obtained by using the terms derived above and approximating them with dominating terms. From this table we can see that EM-SLAM has complexity that is always better than NLS-SLAM and better than, or the same as GraphSLAM for two cases, namely when the batch length is much larger than the number of landmarks and when they are approximately the same. Even with down-sampling, such as key-frames [11], the batch length grows with time which is a bottleneck [1]. The size of the map however grows with the explored space and this growth rate is typically controlled by the user.

In Figure 1 an empirical comparison between the calculation time for a NLS Jacobian and a \(Q\)-function gradient together with E-RTS is illustrated as a function of the number of landmarks and the batch length. Here, the ratio between calculation times for one iteration is defined as \(t_{\text{NLS}}/(t_{\text{E-RTS}} + t_{\text{E-RTS}})\).

GraphSLAM is not simulated since we do not have any implementation for this particular setup. Here it is assumed that all the landmarks are measured in every image, i.e., the worst case. It can be seen that the relative calculation time grows approximately linearly with the number of images for a fixed number of landmarks. For an increasing number of landmarks, given a fixed number of images, the ratio seems to reach a constant value. These empirical results are in line with the theoretical calculations in Table I.

Also, in Table II a result of a small simulated complexity benchmark example between EM-SLAM and NLS-SLAM is shown. In this example the number of landmarks is \(M = 50\), number of time steps (images) is \(N = 205\) and number of observations is \(N_c = 4829\) so the number of landmarks is approximately 4 times smaller than number of time steps and all the landmarks are not observed the whole time. The total solution time is around 3 times lower for EM-SLAM method than NLS-SLAM method.

Furthermore, for large maps, the limited memory version L-BFGS could be used. It has footprint of \(O(kM)\) for both storage and computations, where \(k\) is the number of iterations.

<table>
<thead>
<tr>
<th>Complexity Ratio</th>
<th>EM-SLAM</th>
<th>NLS-SLAM</th>
<th>GraphSLAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average (N \gg M)</td>
<td>(O(N_c))</td>
<td>(O(N_c))</td>
<td>(O(N_c))</td>
</tr>
<tr>
<td>(N \approx M)</td>
<td>(O(N))</td>
<td>(O(N_c))</td>
<td>(O(N_c))</td>
</tr>
<tr>
<td>(N \ll M)</td>
<td>(O(N))</td>
<td>(O(N))</td>
<td>(O(N))</td>
</tr>
</tbody>
</table>

Table I: Comparison of the average and the worst case (all landmarks are measured all the time) complexity for evaluating elements needed in one iteration for the three methods with respect to the relative number of time steps and landmarks.

<table>
<thead>
<tr>
<th>Method</th>
<th>EM-SLAM</th>
<th>NLS-SLAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative solution time [-]</td>
<td>1.0</td>
<td>3.1</td>
</tr>
</tbody>
</table>

Table II: Complexity comparison of the total solution time for each method through simulation. The number of landmarks is \(M = 50\), the number of observations is \(N_c = 4829\) and the number of time steps is \(N = 205\).
VII. Obtaining an Initial Estimate

Both EM and NLS-SLAM need an initial value of the parameters in order to do the iterations. This initial value is also important for the performance of the methods, since both formulations are non-linear and non-convex. The initialisation can be performed by simply randomising parameter values but that can lead to solutions that are stuck in local minima. A better estimate of the initial values can be obtained by noting that the NLS-SLAM problem, defined in (17), is actually almost linear if rotations are fixed, [20]. In that case (13b) is not needed any more and (13a) is linear in parameters. For the landmark measurements consider the projection according to (11) which for fixed rotations can be rewritten as

\[
\begin{bmatrix}
  u_t R_{3,:}(q_t) - R_{1,:}(q_t)(m - p_t) \\
  v_t R_{3,:}(q_t) - R_{2,:}(q_t)(m - p_t)
\end{bmatrix} = \begin{bmatrix}
  R_{3,:}(q_t)(m - p_t) e^u_t \\
  R_{3,:}(q_t)(m - p_t) e^v_t
\end{bmatrix},
\]

where \( R_{i,:}(q_t) \) denotes the \( i \)th row of the rotation matrix. The only thing that makes this equation non-linear is the parameter dependent noise term. However this formulation leads to a well known Iterative Reweighted Least Squares (IRLS) method which is solved efficiently, see e.g., [42]. The accuracy of the estimate obtained in this way is dependent of the fixed rotations, but it still constitutes a much better initial value for the EM and NLS-SLAM than simply random values, see [43] for more details. The initial rotations can be obtained in several ways, for example simply by integrating rate gyros using (9c), or by some camera based method like 8-point, see e.g., [35]. The first method works quite fine if the gyro bias is small, while the latter one demands that the scene geometry is beneficial.

VIII. Results

Evaluation of the proposed method is carried out on both simulated and experimental data.

A. Simulations

Simulations give the ability to choose noise levels, correspondences, the true parameters and the true accuracy of the method. Monte Carlo (MC) simulations with 30 different measurement noise realisations have been performed in order to evaluate the performance of the proposed method and to compare EM-SLAM with NLS-SLAM. In Figure 2 the setup used for the simulations is illustrated and it is fixed for all the 30 simulations and the realisations of the measurement noise on accelerations, angular rates and camera observations are sampled from Gaussian distributions. The standard deviations for these distributions are \( \sigma_a = 10^{-3} \text{ m/s}^2 \), \( \sigma_{\text{cam}} = 10^{-4} \text{ m} \) and \( \sigma_\omega = .5^\circ / \text{s} \).

Table III shows the average of the landmark estimation error and its standard deviation, averaged over all landmarks, for the two methods, while in Figure 3 the RMSE of the trajectory, for both methods, is plotted. In general, both methods have similar performance in terms of accuracy for both map and navigation states, although the NLS-SLAM has a smaller variance for the landmark estimate.

<table>
<thead>
<tr>
<th>Method</th>
<th>EM-SLAM</th>
<th>NLS-SLAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (</td>
<td></td>
<td>\hat{\theta} - \theta^*</td>
</tr>
<tr>
<td>Std. Dev. [m]</td>
<td>±0.003</td>
<td>±0.0002</td>
</tr>
</tbody>
</table>

Table III: Mean estimation error and its standard deviation (1-\( \sigma \)), for the varying measurement noise (30 MC realisations). Note that \( \hat{\theta} \) contains only landmarks in this case.

B. Real Data Experiments

For the real data experiment, we use the data collected with the Yamaha Rmax UAV helicopter, owned by the Department of Computer and Information Science at Linköping University, during the flight trials performed in Revingehed, southern Sweden. The helicopter is equipped with GPS, IMU unit containing accelerometers and gyroscopes, monocular camera and facilities to record these data. In this experiment the IMU data rate was 20Hz and the image rate was 4Hz. For more
Camera calibration parameters as well as relative position between the camera and the IMU are known. An open source SIFT implementation from [45] was used to extract the features used as camera measurements. We used a part of the total trajectory, lasting about 80s and making a loop covering about $100 \times 50$ m$^2$, see Figure 5 where the GPS data for the trajectory is shown in the Nort/East local plane. This GPS data is only used as a ground truth in order to evaluate the trajectory estimation accuracy from EM-SLAM and NLS-SLAM methods. In the data, the number of used images is 325 and the number of landmarks is 106.

The position error for each axis is shown in Figure 6 for the EM-SLAM and NLS-SLAM respectively. For the $X$ and $Y$ position, i.e., horizontal plane, both methods have very similar error, of about couple of meters, with maximum of 5 m. For the $Z$ direction, i.e., altitude, EM-SLAM has a smaller error, which is in the same order as horizontal error, while NLS-SLAM has an error which is about twice as big.

In this data set, no ground truth is available for the landmarks, but we evaluate the estimation performance by reprojecting the landmarks 3D position in the images where they are not observed. These reprojections are visually compared with the actual measurements from the images in which these landmarks are observed. Two examples of this comparison are given in Figure 7. Both EM-SLAM and NLS-SLAM give similar performance for map estimation.

**IX. Conclusions and Future Work**

In this work we present a method for visual/inertial SLAM which uses the EM algorithm to utilize the problem structure and keep low computational complexity for the case where the batch length, $N$ is much larger than the number of landmarks,
around these as
\[ h(x, \theta) \approx h(\hat{x}^s, \theta) + \nabla_x h(\hat{x}^s, \theta) (x - \hat{x}^s). \] (20)

Using this approximation and expanding the norm in (7) for one time instant, while dropping the time index for readability, we obtain
\[ \|y - \hat{y} - H\hat{x}\|^2_{R^{-1}} = (y - \hat{y} - H\hat{x})^T R^{-1} (y - \hat{y} - H\hat{x}) = y^T R^{-1} y - y^T R^{-1} \hat{h} - \hat{h}^T R^{-1} \hat{h} + \hat{h}^T R^{-1} H \hat{x} - (H\hat{x})^T R^{-1} y + (H\hat{x})^T R^{-1} \hat{h} + (H\hat{x})^T R^{-1} (H\hat{x}) \] (21)

and taking the expected value
\[ \mathbb{E}_{\theta_k} \{ \|y - \hat{y} - H\hat{x}\|^2_{R^{-1}} \} = y^T R^{-1} y - y^T R^{-1} \hat{h} - \hat{h}^T R^{-1} \hat{h} + \mathbb{E}_{\theta_k} \{ (H\hat{x})^T R^{-1} (H\hat{x}) \} \] (22)

since all terms with only $\hat{x}$ evaluate to zero under the assumption $(\hat{x}|y) \sim N(0, P^s)$. Because $(H\hat{x})^T R^{-1} (H\hat{x})$ is scalar it is equal to its trace, and by using the trace rule $\text{Tr}(A^T B) = \text{Tr}(BA^T)$ together with the linearity of the trace and expectation operators, the last term becomes
\[ \mathbb{E}_{\theta_k} \{ (H\hat{x})^T R^{-1} (H\hat{x}) \} = \mathbb{E}_{\theta_k} \{ \text{Tr}(H\hat{x}\hat{x}^T H^T) \} = \text{Tr}(R^{-1} H \mathbb{E}_{\theta_k} (\hat{x}^T | y) H^T) = \text{Tr}(R^{-1} H P^s H^T) \] (23)

which results in
\[ Q(\theta, \theta_k) \approx \text{const.} - \frac{1}{2} \sum_{t \in G} \left( \|y_t - h_t\|^2_{R^{-1}} + \text{Tr}(R^{-1} H_t P_{t|t}^s H_t^T) \right) = \text{const.} - \frac{1}{2} \sum_{t \in G} \left( \|y_t - h_t(\hat{x}_{t|t}, \theta)|_{R^{-1}} + \text{Tr}(R^{-1} \nabla_x h_t(\hat{x}_{t|t}, \theta) P_{t|t}^s (\nabla_x h_t(\hat{x}_{t|t}, \theta))^T) \right) \] (24)

which is the expression in (8).
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