On Orientation Estimation using Iterative Methods in Euclidean Space
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Abstract—This paper presents three iterative methods for orientation estimation. The first two are based on iterated Extended Kalman filter (IEKF) formulations with different state representations. The first is using the well-known unit quaternion as state (q-IEKF) while the other is using orientation deviation which we call IMEKF. The third method is based on nonlinear least squares (NLS) estimation of the angular velocity which is used to parametrise the orientation. The results are obtained using Monte Carlo simulations and the comparison is done with the non-iterative EKF and multiplicative EKF (MEKF) as baseline. The result clearly shows that the IMEKF and the NLS-based method are superior to q-IEKF and all three outperform the non-iterative methods.

I. INTRODUCTION

Orientation estimation is of concern for a wide range of applications. Examples include estimating the movement of a camera for visual-inertial simultaneous localisation and mapping (SLAM) [1–4] and estimation of human motion [5–7]. In this paper, we consider orientation estimation in three dimensions, i.e., we consider orientations that are described by the special orthogonal group SO(3). More specifically, we focus on filtering, where a state $x_t$ representing the orientation is estimated using the measurements $y_1, \ldots, y_t$.

A commonly used estimation method is the Extended Kalman filter (EKF), see e.g., [8]. EKFs are computationally quite efficient, but because they are based on first-order Taylor expansions of nonlinear models, they can suffer from linearisation errors. An issue with using EKFs for orientation estimation is that they assume that the unknown states $x_t$ reside in Euclidean space, $\mathbb{R}^n$. This is particularly the case for the measurement updates where additivity between states and the state correction is assumed. Since orientations reside in SO(3) instead, additional approximations are needed to estimate orientation using EKFs. If the estimation errors are small, these approximations are usually good enough and the estimated rotation will be good. However, if the correction term is large, the approximations applied on the corrected state can lead to large state estimation errors, since the correction term will take the state far away from the manifold.

In this paper we will consider two well-known strategies for using EKFs for orientation estimation. The first uses unit quaternions as a state [9, 10]. After each measurement update, the quaternion will be unnormalised and an additional renormalisation step needs to be included. We refer to this approach as the q-EKF. An alternative approach is the so-called MEKF, where a three-dimensional orientation deviation is used as the state in the EKF and a linearisation point, parametrised for instance as a quaternion, is updated each time the state becomes non-zero. Since the orientation deviation is assumed to be small, the state can be seen as Euclidean. This approach is called a multiplicative EKF (MEKF) and is frequently used in aeronautics, see e.g., [11, 12].

For both the q-EKF and the MEKF, the measurement model is nonlinear and the measurement update of the EKF does not necessarily result in good estimates. This is specifically of
concern in case of large residuals, i.e., when large corrections need to be made in a single recursion of the algorithm. This is illustrated in Figure 1 for a one-dimensional example. Here, the true angle is depicted in black and the prior or equivalently the prediction is depicted in green. The angle is parametrised in terms of a two-dimensional vector with unit norm (the two-dimensional equivalent of a unit quaternion). The prior can be seen to deviate significantly from the true angle. This fact is reflected in a large prior covariance. Now assume that accurate measurements of the true angle are obtained. We would hope for the EKF measurement to produce an angle close to the black line. The angle obtained from the measurement update of the q-EKF, is depicted in blue while the angle obtained from the MEKF is depicted in red. Both can be seen to deviate significantly from the true angle. The angle estimated by the q-EKF is actually further away from the true angle than the prior. Furthermore, the magnitude of the resulting quaternion is less than 0.2.

There are different attempts to remedy this kind of undesired behaviour. Some of them still use rotation states in the filtering but explicitly take into account that these states reside in SO(3). Examples include the Lie Algebra-EKF [13] and approaches making use of distributions on manifolds [14, 15]. In this paper, however, we consider a quite natural modification of the above-mentioned EKF implementations. The idea is to iteratively improve the state estimate during measurement update by re-linearising the Jacobians in the current state estimate. This leads to the Iterated EKF with unit quaternions (q-EKF) and the Iterated MEKF (IMEKF). These approaches are comparable to the Gauss-Newton method for finding the minimum of a function [16]. For an introduction to iterated Extended Kalman filtering see e.g., [8]. We also present a novel formulation of the orientation estimation problem in terms of a nonlinear least squares problem which we refer to as ROT-OPT. Instead of estimating the orientation directly, the angular velocity – which resides in Euclidean space – is considered to be the optimisation variable in ROT-OPT.

To allow for systematic comparison between the different approaches, we perform a number of simulation studies and show that the iterative methods outperform the EKF approaches. The down-side of the q-EKF is that the estimation is still performed in the rotation space, i.e., on the manifold, and approximations are therefore still present during the iterations. This is shown to negatively influence the estimation accuracy. The state of the IMEKF, however, almost resides in Euclidean space (except the $2\pi$-wrap issue), making the iterations more meaningful and resulting in a much higher estimation accuracy. The IMEKF and ROT-OPT perform similarly in our simulation studies. These results show that iterative estimation methods in (almost) Euclidean space clearly outperform the other methods.

II. MODELS FOR ORIENTATION ESTIMATION

In this section, models used for the orientation estimation are introduced. Different ways of parametrising rotations are described as well as dynamical and measurement models used in filtering.

A. Parametrisation of Orientation

The following sections consider coordinate frames to be right-handed and as such, positive rotations are counterclockwise for vectors pointing to an observer. The rotation space in 3 dimensions is called Special Orthogonal in dimension 3 or SO(3) and is spanned by all proper $3 \times 3$ rotation matrices with the following properties

$$R \in \mathbb{R}^{3 \times 3}, \quad R^{-1} = R^T, \quad \det(R) = 1. \quad (1)$$

In practical applications, these rotation matrices express the rotation of different 3-dimensional vectors relative to each other. Using the full rotation matrix parametrisation to represent SO(3) is often impractical when estimating orientation, since the (non-convex) constraints are difficult to handle. Common alternatives are Euler angles, unit quaternions or the axis-angle representation, which each have different properties that make them more or less suitable for the estimation applications.

The axis-angle representation encodes the rotation as a vector $\eta \in \mathbb{R}^3$. Its direction, denoted $\tilde{\eta}$, is the axis of rotation, and its length, denoted $\varphi$, is the rotation angle around that axis. The axis-angle parametrisation can be obtained from the rotation matrix as

$$\varphi \triangleq ||\eta|| = \arccos \left( \frac{\text{trace}(R) - 1}{2} \right), \quad (2a)$$

$$\tilde{\eta} \triangleq \frac{\eta}{2\sin(\varphi)} = \begin{bmatrix} R(2,3) - R(3,2) \\ R(3,1) - R(1,3) \\ R(1,2) - R(2,1) \end{bmatrix}, \quad (2b)$$

where special care must be taken for the case when $\varphi = 0$, i.e., no rotation ($R = I$), for which $\eta = 0$. The rotation matrix is obtained from axis-angle via Rodrigues’ formula [17]

$$R = I + \sin(\varphi) \tilde{\eta} + (1 - \cos(\varphi)) (\tilde{\eta})^2, \quad (3)$$

where we have used the widehat operator $\hat{\cdot}$ to transform a vector in $\mathbb{R}^3$ to a skew-symmetric matrix in $\mathbb{R}^{3 \times 3}$

$$\hat{\eta} = \begin{bmatrix} 0 & \eta_3 & -\eta_2 \\ -\eta_3 & 0 & \eta_1 \\ \eta_2 & -\eta_1 & 0 \end{bmatrix}. \quad (4)$$

This sign-convention describes a rotation of the object w.r.t. an inertial frame as opposed to describing the rotation of the inertial frame w.r.t. the object. Also note that for small $\varphi$, (3) can be approximated as

$$R \approx I + \hat{\eta}. \quad (5)$$

It is worth noting that the axis-angle representation is ambiguous, since $2\pi k \eta$ for integer $k$ represents the same rotation as $\eta$ [18].

Another orientation parametrisation is the unit quaternion [19], denoted $q = [q_0 \ q_1 \ q_2 \ q_3]^T \in \mathbb{S}^3 \subset \{\mathbb{R}^4 | q^T q = 1\}$. 
The corresponding rotation matrix can be computed from a unit quaternion as
\[
R = \begin{bmatrix}
q_0^2 + q_1^2 - q_2^2 - q_3^2 \\
2(q_1q_2 + q_0q_3) \\
2(q_1q_3 - q_0q_2)
\end{bmatrix} \begin{bmatrix}
q_0^2 - q_1^2 + q_2^2 - q_3^2 \\
2(q_1q_2 - q_0q_3) \\
2(q_1q_3 + q_0q_2)
\end{bmatrix}.
\]

From (6) we also note that \( q \) and \(-q\) represent the same rotation, i.e., the unit quaternion has antipodal properties. The relation between the unit quaternion and the axis-angle representation is defined as
\[
q = \begin{bmatrix}
\cos \left( \frac{\varphi}{2} \right) \\
\eta^T \sin \left( \frac{\varphi}{2} \right)
\end{bmatrix},
\]

(7)
The reverse transformation can be obtained by inverting the equation above (with the same treatment as in (2) for the case of no rotation)
\[
\varphi = 2 \arccos(q_0), \quad \eta = \frac{1}{\sin \left( \frac{\varphi}{2} \right)} \begin{bmatrix}
q_1 \\
q_2 \\
q_3
\end{bmatrix}.
\]

(8)
The transformation from the unit quaternion to the rotation matrix can be done via the axis-angle representation i.e., by using (8) and (3).

We will not describe the Euler angle representation in more detail here but only mention that it requires three parameters (called yaw, pitch and roll) and that it suffers from ambiguity as well as a phenomenon called gimbal lock, which the other representation do not have. For more details, see for example [18, 20].

\[B. \text{ Rotation Dynamics}\]

As mentioned, we would like to estimate the rotation sequence that is changing in time, \( \alpha_t, t = 0, \ldots, N \), where \( \alpha \) represents any rotation parametrisation described above. Evolution of the rotation in time can be represented by a differential equation of the form
\[
\dot{\alpha}_t = f(\alpha_t, \omega_t),
\]

(9)
where \( \omega_t = [\omega_{X,t}, \omega_{Y,t}, \omega_{Z,t}]^T \in \mathbb{R}^3 \) represents the rotational velocity around object’s X-, Y- and Z-axis respectively. The function \( f \) has different forms depending on which parametrisation of the rotations we use. Some parametrisations are more attractive to use since they have a linear representation of the dynamics. For example, rotation matrix dynamics can be represented as
\[
\dot{R}_t = \tilde{\omega}_t \cdot R_t,
\]

(10)
where \( \tilde{\omega}_t \) is the skew-symmetric matrix defined in (4), see e.g., [20] for a complete derivation.

The unit quaternion representation has a similar form
\[
\dot{q}_t = S(\omega_t)q_t = \tilde{S}(q_t)\omega_t,
\]

(11)
where \( S(\omega_t) \) is also a skew-symmetric matrix defined as
\[
S(\omega) = \frac{1}{2} \begin{bmatrix}
0 & -\omega_Z & \omega_Y \\
\omega_Z & 0 & -\omega_X \\
-\omega_Y & \omega_X & 0
\end{bmatrix},
\]

(12)
while \( \tilde{S}(q) \) is
\[
\tilde{S}(q) = \frac{1}{2} \begin{bmatrix}
-1 & -q_2 & q_3 \\
q_2 & -1 & -q_1 \\
-q_3 & q_1 & -1
\end{bmatrix}.
\]

(13)
The price to pay for the linear dynamics is the number of parameters and the constraints. The dynamics of the axis-angle parametrisation (which is minimal with three parameters) is more complicated and is given by [20]
\[
\dot{\varphi}_t = \frac{1}{2} (\dot{\varphi}_t - \cot (\varphi_t) \dot{\eta}_t^2) \omega_t.
\]

(14)
The descriptions above are expressed in continuous time, but for a filter estimation application a discrete time description is much more convenient. If we assume that angular velocities, \( \omega \), are constant between sampling intervals (which is a good approximation for most gyroscopes because of their high sampling frequency), the discrete time representation is given by exact sampling [21] for the linear representations as
\[
R_{t+T} = e^{T\tilde{\omega}_t} R_t,
\]

(15a)
\[
q_{t+T} = e^{T \tilde{S}(\omega_t)} q_t,
\]

(15b)
where \( T \) is the sampling interval. For the nonlinear dynamics (14), there is no exact expression and approximate methods, like Euler approximations, must be used.

\[C. \text{ Measurements}\]

Except gyroscopes measuring rotational velocities, other sensors are usually present measuring other entities that can be related to the orientation. Typical sensors that can be used for such purposes are accelerometers and magnetometers. Accelerometers measure the specific force that is acting on them, which includes the earth’s gravitation, and magnetometers measure the local magnetic field. These two measurements can be related to the rotation of the object as
\[
y_t^g = R_t g + e_t^g,
\]

(16a)
\[
y_t^m = R_t m + e_t^m,
\]

(16b)
where we have assumed that the sensors are strapped to the rotating object and rotating together with it, as well as that no other forces than gravity are acting on the rotating object. The vectors \( g \) and \( m \) are typically expressed in the local fixed frame, called the earth frame, and assumed to be known, constant and non-parallel. We have also included the sensor noise terms \( e_t^g \) and \( e_t^m \) which are white, i.i.d. and \( e_t^g \sim \mathcal{N}(0, \Sigma^g) \) and \( e_t^m \sim \mathcal{N}(0, \Sigma^m) \).

Other measurements can be used depending on the sensors that are present, but the important property is of course that the measurements and rotations must be related in some way. Note
also that measurements can come in at different frequencies, which can potentially be different from angular rates’ frequency. That fact is not a problem for the algorithms presented later, since all of them work in a multi-rate measurement update fashion.

III. RECURSIVE ESTIMATION OF ORIENTATION

In this section, two iterative filters based on the Iterated Extended Kalman filter (IEKF) [8] and an optimisation based method are discussed. As noted in, e.g., [22, 23], the EKF is a special case of Gauss-Newton (GN) optimisation with only one iteration. The performance is therefore likely to improve using the IEKF when the linearisation errors are significant. The IEKF can be derived as the maximum a posteriori (MAP) estimate resulting in a nonlinear least-squares problem which is efficiently solved using GN. The corresponding MAP cost function can furthermore be used to monitor the performance and to adjust step-size while the optimisation viewpoint can be used to devise other Quasi-Newton methods [16]. The generic iterated measurement update for the IEKF is

\[
x_{i+1} = \hat{x}_{i+1} - H_i \left( y_i - h(x_i) - H_i (\hat{x}_{i+1} - x_i) \right)
\]

where components depending on \( i \) are recalculated at each iteration. Here the measurement equation \( h(x) \) is for instance (16), \( x \) is the state of interest, in this case some rotation parametrisation, and \( H \) is the Jacobian of \( h(x) \) w.r.t. \( x \). When the iterations have terminated, the state and covariance are updated as

\[
\hat{x}_{i+1} = x_{i+1},
\]

\[
\hat{P}_{i+1} = (I - K_i H_i) \hat{P}_{i+1}.
\]

where \( K_i \) is the last iterated Kalman gain matrix.

A. Filtering using the unit quaternion as state

The parametrisation alternatives discussed all have their strengths and weaknesses. For example, the individual coordinates of the unit quaternion are Euclidean for which it is simple to apply nonlinear filtering schemes but additive corrections typically result in violation of the unit constraint. The idea is to compute an additive measurement update correction using maximum a posteriori and then project the estimate onto the unit-sphere by normalisation

\[
q := \frac{q}{\|q\|}.
\]

This approximation can yield severe error if the correction is large. The quaternion covariance is propagated using the Jacobian of (22) as

\[
J = \left. \frac{\partial \hat{q}}{\partial q} \right|_{\hat{q} = \hat{q}} = \frac{1}{\|\hat{q}\|_2} \hat{q} \hat{q}^T,
\]

\[
P := J P_j J^T,
\]

as in [24]. There are other suggestions for covariance propagation in [25] but these are not investigated here. Furthermore, when four-dimensional unit quaternions are used as states, in

Algorithm 1: Iterated Kalman Filter with quaternion state (q-IEKF)

**INPUT:** Inertial and magnetometer data \( \{y_t, \omega_t, y_t^m\}_{t=1}^N \) with the corresponding covariance matrices \( \Sigma^a, \Sigma^w, \Sigma^m \).

At time \( t = 0 \) require an initial state, \( \hat{q}_{t=1} \) and its covariance, \( \hat{P}_{t=1} \).

**OUTPUT:** An orientation estimate \( \hat{q}_t \) and covariance \( \hat{P}_t \) for \( t = 1 \ldots N \).

1. Measurement update iterations

Let \( i = 1, q_i = \hat{q}_{i-1} \) and \( \Sigma_i = \text{diag}(\Sigma^a, \Sigma^m) \)

while termination criterion not fulfilled do

\[
h_i = [R_i, g, R_i, m]^T
\]

\[
H_i = \left. \frac{\partial h_i(q)}{\partial q} \right|_{q=q_i}
\]

\[
K_i = \hat{P}_{i-1} H_i^T (H_i \hat{P}_{i-1} H_i^T + \Sigma_i)^{-1}
\]

\[
q_{i+1} = \hat{q}_{i-1} + K_i (y_i - h_i - H_i (\hat{q}_{i-1} - q_i))
\]

\[
J = \frac{1}{\|q_{i+1}\|^2} q_{i+1} q_{i+1}^T
\]

\[
q_{i+1} = \frac{q_{i+1}}{\|q_{i+1}\|}
\]

\[
i := i + 1
\]

end while

2. Update the state and the covariance

\[
\hat{q}_{i+1} = q_{i+1}
\]

\[
\hat{P}_{i+1} = (I - K_{i-1} H_{i-1}) \hat{P}_{i-1}
\]

\[
\hat{P}_{i+1} := J \hat{P}_{i+1} J^T
\]

3 Time update

\[
\hat{q}_{t+1} = e^{TS(\omega_t)} \hat{q}_t
\]

\[
F_t = e^{TS(\omega_t)}
\]

\[
G_t = T \tilde{S}(\hat{q}_t)
\]

\[
\hat{P}_{t+1} = F_t \hat{P}_t F_t^T + G_t \Sigma^w G_t^T
\]

In order to propagate the noise covariance in the time update, the first order Taylor approximation of (24), resulting in the bi-linear expression

\[
q_{t+T} \approx (I + TS(\omega_t + w_t))q_t = q_t + T \tilde{S}(q_t)(\omega_t + w_t),
\]
is used to obtain the required Jacobians.

We now have what is necessary to introduce the q-IEKF. In the simplest of q-IEKF implementations the measurement update is computed in an iterative fashion and terminated using some criterion, such as, when the increment is small or a fixed number of iterations are performed. For more details see e.g., [16]. The q-IEKF is summarised Algorithm 1. Note that if only one iteration the performed the q-IEKF becomes a q-EKF as it should.

B. Filtering using the orientation deviation as state

The multiplicative Extended Kalman Filter (MEKF) [11, 12] uses a global orientation parametrisation such as the rotation matrix or a semi-global one such as the unit quaternion. The corresponding measurement update is, however, performed using an axis-angle state \( \eta \) encoding a deviation from the unit quaternion. Another difference is that the covariance of the orientation in MEKF is a full rank matrix while the EKF with quaternion state uses a \( 4 \times 4 \) matrix with rank 3 due to the state dimension. As in [11] we express \( \eta \) in the body frame but let our quaternion denote a rotation from the body frame to the navigation frame, expressed in the navigation frame. This implies that the new rotation is obtained by the following expression

\[
q_{\text{new}} = q_{\text{old}} \odot q(\eta), \tag{26}
\]

where quaternion parametrisation using \( \eta \) is established using (7). The quaternion multiplication \( \odot \) using two quaternions \( p \) and \( q \) is defined as

\[
p \odot q \triangleq \begin{bmatrix} p_0 q_0 - p_v q_v^T \\
 p_0 q_v + q_0 p_v + p_v \times q_v \end{bmatrix}, \tag{27}
\]

where subscript 0 denote the first component of the quaternion while \( v \) denote the last three components, the so-called vector part. Note that (26) preserves the quaternion unit length. In a numerical implementation it is, however, necessary to renormalise the quaternion regularly due to numerical errors using (22).

In the MEKF, the state \( \eta \) is reset after each measurement update since it expresses a local orientation deviation. This deviation is computed from the measurements using the standard Kalman update, (19c) and (19d). After the updated quaternion is calculated, using (26), the covariance matrix needs to be transformed to represent uncertainty in the new orientation. This is done using

\[
J = R(\eta), \tag{3a}
\]

\[
P := J P J^T. \tag{28b}
\]

Note that this is not performed in q-IEKF since there the iterates are calculated from the initial state \( q_{t|t-1} \).

The time update of the quaternion is performed exactly as for q-EKF/q-IEKF, while the time update of the covariance is done with respect to the dynamics of the deviation state [11]. We have now derived what is needed for an MEKF algorithm, however a complete and more detailed derivation of the MEKF can be found in [24].

---

Algorithm 2: Iterated Multiplicative Extended Kalman Filter with orientation deviation state (IMEKF)

**INPUT:** Inertial and magnetometer data \( \{y_t^a, \omega_t, y_t^n\}_{t=1}^N \) with the corresponding covariances \( \Sigma_a, \Sigma_a, \Sigma^n \).

At time \( t = 0 \) require an initial orientation estimate, \( \hat{q}_{t|t-1} \) and an orientation deviation state covariance, \( P_{t|t-1} \).

**OUTPUT:** An orientation estimate \( \hat{q}_{t|t} \) and covariance \( P_{t|t} \) for \( t = 1, \ldots, N \)

1. Measurement update iterations

Let \( i = 1, q_t = \hat{q}_{t|t-1}, P_t = P_{t|t-1} \) and \( \Sigma_t = \text{diag}(\Sigma_a, \Sigma^n) \)

while termination criterion not fulfilled do

\[
h_i = [R_i g, R_i m]^T \quad \text{Using (6) and (16)} \tag{29a}
\]

\[
H_i = \frac{\partial h_i}{\partial \eta} \bigg|_{\eta=0} = \begin{bmatrix} R_i g \\
 R_i m \end{bmatrix} \tag{29b}
\]

\[
K_i = P_t H_i^T (H_i P_t H_i^T + \Sigma_t)^{-1} \tag{29c}
\]

\[
\eta = K_i (y_t - h_i) \tag{29d}
\]

\[
\hat{P} = (I - K_i H_i) P_t \tag{29e}
\]

2 Propagate the quaternion and the covariance

\[
q_{i+1} := q_i \odot q(\eta) \tag{30a}
\]

\[
J = R(\eta) \tag{30b}
\]

\[
P_{i+1} := J P_t J^T \tag{30c}
\]

\[
i := i + 1 \tag{30d}
\]

end while

3 Update the quaternion estimate and the covariance

\[
\hat{q}_{t|t} = q_t, \tag{31a}
\]

\[
P_{t|t} = J \hat{P} J^T \tag{31b}
\]

4 Time update

\[
\hat{q}_{t+1|t} = e^{T_S(\omega_t)} \hat{q}_{t|t}, \quad \text{Using (15b)} \tag{32a}
\]

\[
F_t = e^{T_W \omega_t} \tag{32b}
\]

\[
G_t = T I \tag{32c}
\]

\[
P_{t+1|t} = F_t P_{t|t} F_t^T + G_t \Sigma^{\omega} G_t^T \tag{32d}
\]

From the MEKF it is straightforward to introduce measurement update iterations using (17) and (18). A slight difference to IEKF is that the covariance matrix is updated during iterations. This is because the IMEKF calculates the new orientation deviation from a current quaternion iterate, while q-IEKF calculates the correction from the prior quaternion, \( \hat{q}_{t|t-1} \), in each iteration. The IMEKF is summarised in Algorithm 2. Notice that, exactly as for the q-IEKF case, if only one iteration is done we obtain regular MEKF.
C. Filtering using the iterative optimisation approach

An alternative improvement would be to actually use proper Euclidean variables in an iterative optimisation scheme, since the steps made in the iterations are always correct. One way of posing this problem is to use the measurement equations in (16) and combine them with dynamics equation (15). Basically, we will replace the rotation term in the measurement equations with the right-hand side of the dynamics obtaining

\begin{align}
    y_t^o &= e^{T\hat{\omega}_t-1}\hat{R}_t-1 g + e_t^o, \\
    y_t^m &= e^{T\hat{\omega}_t-1}\hat{R}_t-1 m + e_t^m. 
\end{align}

(33a)

(33b)

Here, we have used the rotation estimate from previous time \( \hat{R}_{t-1} \). Now we can see the angular velocity, \( \omega_{t-1} \), as a parameter to be estimated, called \( \theta_{t-1} \), and pose the following unconstrained nonlinear least squares (NLS) problem to be solved in each time step

\[
\hat{\theta}_{t-1} = \arg \min_{\theta_{t-1}} \| y_t^o - e^{T\hat{\theta}_{t-1}}\hat{R}_t-1 g \|^2_{(\Sigma^o)} + \| y_t^m - e^{T\hat{\theta}_{t-1}}\hat{R}_t-1 m \|^2_{(\Sigma^m)} + \| \omega_{t-1} - \theta_{t-1} \|^2_{(\Sigma^w)},
\]

where the last term was added in order to use the angular rate signal as a direct measurement of the parameter as

\[
\omega_{t-1} = \theta_{t-1} + e_{\omega t-1}.
\]

(34)

where the sensor noise is white and \( e_{\omega t} \sim \mathcal{N}(0, \Sigma^w) \). After the parameter is estimated, the rotation is simply updated with expression in (15) with \( \hat{\theta} \) plugged in instead of \( \omega \). We will call this optimisation based approach ROT-OPT.

The formulation in (34) is viable if the rotation error is small, since all of the error terms will be of the similar order of magnitude. If the error is large, it will be interpreted as a large angular velocity needed to compensate for the angular error. For that reason we need to account for this kind of bias by adding the bias parameter, here called \( \mu^b \), to the angular rates error term, as in

\[
\| \omega_{t-1} - \theta_{t-1} - \mu^b_{t-1} \|^2_{(\Sigma^w)},
\]

(36)

and estimating for it as well. Basically, this formulation would be the same as saying that noise of the angular rates is distributed as \( e_{\omega t} \sim \mathcal{N}(\mu^b_{t}, \Sigma^w) \). Now, this new problem has six variables to solve in each step (both parameters are three-dimensional) and they are both Euclidean which means that optimisation is done in the proper space, \( \mathbb{R}^6 \) in this case. Note that in this problem formulation, unlike q-EKF/MEKF and their iterative modifications, no state covariance is propagated in time, everything is just seen as parameters. However, if the covariance of the rotation state is wanted, it can be obtained by a Gauss approximation from the covariance of the parameters. The parameter covariance, in turn, can be estimated with the Jacobian of the loss function in (34), \( J(\theta) \), evaluated at the solution \( \hat{\theta} \), \( \text{Cov}(\hat{\theta}) = (J(\theta)^T J(\hat{\theta}))^{-1} \). This optimisation problem can be solved by an arbitrary NLS solver.

IV. RESULTS

For the evaluation of the filtering methods presented above, a simulation experiment is performed. In the simulation, one minute of sensor data has been simulated, angular rates with the sampling frequency of 50 Hz and accelerometer and magnetometer measurements, as in (16), with varying sampling frequency, between 25 and 0.05 Hz. It is assumed that the accelerometer and magnetic measurements have low noise levels while the angular rates have about 90 times higher ones. On top of that, a large bias (order of magnitude tenth of degrees) has been added to the angular rates measurements in order to obtain large estimation errors between measurement updates when only time updates are done (which is simply dead-reckoning of the angular rates). This kind of data is quite unrealistic, since most gyroscopes do not have this kind of large bias, but it is done here in order to illustrate the case of large rotation errors.

Monte Carlo simulations are performed, where 100 different noise realisations are simulated for 5 different measurement frequencies and all of the filters have been applied. The results intend to compare mainly the three iterative schemes, while single step updates are there solely for baseline reference. Measurement and process noise covariance values for all of the filters are set to the same value as the simulated noise covariances. Also, for all iterative schemes the termination criterion was simply set to perform 8 iterations. This value was chosen based on the empirical observations of the average number of iterations that ROT-OPT needed to converge, which was between 5 and 10.

The results are depicted in Figures 2 and 3, where the RMSE value as a function of time has been shown only for those times where measurement updates are performed and only for the two measurement intervals, 0.04 s and 10 s.

In the figures it can be seen that q-EKF and MEKF have very similar performance and that q-IEKF performs better sometimes, but not always, like in the case for the yaw angle for 2 s measurement interval, see Figure 3. Both IMEKF and ROT-OPT achieve exactly the same error, which is much smaller then other methods, and is more or less constant in time as the measurement intervals (and hence the measurement residuals) increase. The oscillatory behaviour of the RMSE for some of the estimators in the left column in Figure 2 depends on Signal-to-Noise ratio (SNR) which in turn depends on the rotation itself. Also note that the obtained RMSE is worse for the yaw angle which is the typical behaviour for combination of gravity and magnetic field measurements. In summary the iterative estimators, in combination with an Euclidean parametrisation, obtain smaller estimation errors when the measurement residuals are large.

V. CONCLUSIONS AND FUTURE WORK

In this paper three filtering methods with iterative measurement updates for estimating orientation are presented and discussed. Two of the approaches (IMEKF and ROT-OPT), which are the main contributions, use Euclidean variables to optimise over, while the third one (q-IEKF) uses quaternion
as states. The obtained results show that both IMEKF and ROT-OPT have superior performance to q-IEKF, particularly for the case with large measurement residuals. All three approaches perform better than single iteration versions, q-EKF and MEKF, which is expected, but q-IEKF is actually not so much better. This shows that using iterative measurement updates and Euclidean variables gains great improvement in the orientation estimation.

Since both IMEKF and ROT-OPT achieve basically the same RMSE, it would be interesting to study their similarities and differences. One common thing for both methods is that they minimise a certain loss function (but not necessarily the same one) in order to achieve the solution. ROT-OPT’s loss function in (34) is a straightforward formulation of a standard NLS problem that can be solved by any NLS solver. The solution is interpreted as the total angular velocity needed to

---

**Fig. 2:** RMSE of the rotation angles as a function of time for two time intervals between measurement updates, 0.04 s (25 Hz) and 10 s (0.1 Hz). Blue line is q-EKF, red line is MEKF, green line is q-IEKF, black line with asterisks is IMEKF and magenta line is ROT-OPT. Log-scale on the y-axis.
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**Fig. 3:** RMSE for the rotation angles as a function of time interval between measurement updates. Blue line is q-EKF, red line is MEKF, green line is q-IEKF, black line is IMEKF and magenta line with asterisks is ROT-OPT. Log-scale on the y-axis.
achieve the orientation best explained by the measurements. IMEKF, on the other hand, updates the current orientation estimate after each iteration as well as propagates its covariance. In the iterated EKF context this can be seen as constantly changing the prior orientation estimate implying that the loss function is actually changed after each iteration. However, these differences are simply of technical nature and the end result is the same estimation error.

As an extension to this work a case where some constraints are present can be studied and IMEKF and ROT-OPT will be compared. The big difference is that the constraints are straightforward to introduce in the ROT-OPT formulation, while it is not obvious how to do that for the IMEKF. Also, an extension to 6-DoF, i.e., adding 3D positions, can be considered as well and different approaches’ performance compared.
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