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## I. INTRODUCTION

A common problem encountered in statistical signal processing and tracking is mixture reduction (MR). Examples of such circumstances are multi-hypotheses tracking (MHT) [1], Gaussian sum filter [2], multiple model filtering [1], Gaussian mixture probability hypothesis density (GMPHD) filter [3]. In these algorithms the information about the state of a random variable is modeled as a mixture density. To be able to implement these algorithms for real time applications a mixture reduction step is necessary. The aim of the reduction algorithm is to reduce the computational complexity into a predefined budget while keeping the inevitable error introduced by the approximation as small as possible.

The problem of reducing a mixture density to another mixture density with less components is addressed in several papers such as [4]-[13]. In [4] and [5], a similarity measure is used for merging the components of a mixture. Covariance union and generalized covariance union are described in [6] and [7], respectively. A Gaussian MR algorithm using clustering techniques is suggested by [10]. A Gaussian MR algorithm using homotopy to avoid local minima is suggested by [9]. [8] summarizes the Gaussian MR algorithms and compares them. Merging statistics for greedy MR for multiple target tracking is discussed in [13]. Most of these papers are focused on reduction of Gaussian mixtures due to widespread use of Gaussian density and Kalman filter in estimation problems.
Two of the recent algorithms which are most related to this work are [14] and [15]. The Kullback-Leibler approach to Gaussian MR is introduced by Runnalls in [15]. In this work Runnalls uses an upper bound on the Kullback-Leibler divergence (KLD) as a measure of similarity between the original mixture density and its reduced form in each step of reduction. The motivation for the choice of an upper bound in Runnalls's algorithm is that the KLD between two Gaussian mixtures can not be calculated analytically. The method of [15] is compared to other reduction methods in [8] and it is suggested to be the most practical Gaussian MR algorithm for target tracking by then. The Integral Square Error (ISE) approach for MR was used by Williams and Maybeck in [14]. The great advantage of the ISE approach is that it has a closed form solution for the similarity measure it proposes between two Gaussian mixtures.

The reduction problem can be formulated as a nonlinear optimization problem where cost functions such as Kullback-Leibler divergence or integral squared error [16] are selected and the optimization is solved by numerical solvers. In these approaches the number of components in the reduced Gaussian mixture can be known in advance or not. These optimization approaches can be quite expensive especially for high dimensional data and not suitable for real time implementation.

In this technical report the mixture reduction (MR) problem is cast as a decision problem and the maximum a posteriori (MAP) decision rule is derived for the mixture reduction problem. Also, four variants of integral square error (ISE) approach for the decision problem are discussed and a computationally cost saving scheme is given in Section II-E. In Section III a case study on exponential family of distributions is performed where a merging algorithm for exponential family of distributions is derived. Also, an example on reduction of Gaussian Inverse Wishart mixture density is presented. In Section III-B the Monte Carlo (MC) simulation scenario and its results are given for some common members of the exponential family of distributions. In Appendix B expressions needed for solving each the mixture reduction problem for common members of the exponential family of distributions are provided.

## A. Essentials of greedy MR algorithms

A mixture density is a probability density which is a convex combination of other (more basic) probability densities [17]. For example, consider a normalized mixture consisting of $N$ components given by

$$
\begin{equation*}
p(x)=\sum_{I=1}^{N} w^{I} q\left(x ; \eta^{I}\right), \tag{1}
\end{equation*}
$$
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where $I$ is a categorical variable with $p(I)=w^{I}$. The parameters of the density $q\left(x ; \eta^{I}\right)$ are comprised in $\eta^{I}$. Now, consider the reduction of the mixture (1) to another mixture consisting of $\mathbf{M}$ components where $1<\mathbf{M}<N$. In the following, two operations which are used in the reduction of number of components from $N$ components to $\mathbf{M}$ components, namely pruning and merging, are described.

Pruning which is the simplest approach to reducing the number of components in a mixture density is to remove one (or more) components of a mixture and rescaling the remaining components such that it integrates to unity. For example pruning component $J$ from (1) results in the mixture density $\left(1-w^{J}\right)^{-1} \sum_{I=1, I \neq J}^{N} w^{I} q\left(x ; \eta^{I}\right)$. The error introduced at point $x$ belonging to support of the density by pruning a component in (1) with label $J$ obeys

$$
\begin{align*}
& e^{0 J}(x, p(x))=p(x)-\left(1-w^{J}\right)^{-1} \sum_{I=1, I \neq J}^{N} w^{I} q\left(x ; \eta^{I}\right)  \tag{2}\\
& =w^{J}\left(1-w^{J}\right)^{-1} q\left(x ; \eta^{J}\right)-w^{J}\left(1-w^{J}\right)^{-1} p(x)
\end{align*}
$$

The approximation of a normalized partition of a mixture by a single component via minimizing a similarity measure, such as the Kullback-Leibler divergence (KLD), between the partition and the single component is referred to as merging. For example, consider the problem of merging a subset of components with labels $\mathcal{L} \subset\{I\}_{I=1}^{N}$ into one component. A merging algorithm can be proposed for approximating a mixture density given as

$$
\begin{equation*}
p_{\mathcal{L}}(x)=\sum_{I \in \mathcal{L}} \widehat{w}^{I} q\left(x ; \eta^{I}\right) \tag{3}
\end{equation*}
$$

where $\widehat{w}^{I}=\left(\sum_{j \in \mathcal{L}} w^{j}\right)^{-1}\left(w^{I}\right)$, by a single component $q\left(x ; \eta^{L}\right)$ via minimizing the KLD between the densities $p_{\mathcal{L}}(x)$ and $q\left(x ; \eta^{L}\right)$, where the KLD is defined by $D_{K L}\left(p_{\mathcal{L}} \| q_{L}\right)=\int p_{\mathcal{L}} \log \frac{p_{\mathcal{L}}}{q_{L}} d x$ and $q_{L}$ is short notation for $q\left(x ; \eta^{L}\right)$. In other words, the optimal parameter $\eta^{L *}$ is given by

$$
\begin{equation*}
\eta^{L *}=\underset{\eta^{L}}{\operatorname{argmin}} D_{K L}\left(p_{\mathcal{L}} \| q_{L}\right) . \tag{4}
\end{equation*}
$$

For more explicit expressions for merging mixture densities belonging to the exponential family via KLD minimization see [18]. The error introduced in each step of merging two components $I$ and $J$ of the mixture density (1) is

$$
\begin{equation*}
e^{I J}(x)=w^{I} q\left(x ; \eta^{I}\right)+w^{J} q\left(x ; \eta^{J}\right)-w^{I J} q\left(x ; \eta^{I J}\right) \tag{5}
\end{equation*}
$$

where $w^{I J}=w^{I}+w^{J}$ and $\eta^{I J}$ is the parameter of the component resulting from approximation of the two components $I$ and $J$.

A greedy approach to MR is to reduce the mixture to a mixture composed of less components via one to one comparison of the components and merging selected pairs or pruning selected components. Such MR methods have two elements; a metric for comparing different hypotheses and a merging algorithm. The metric is used to compare a merging or pruning hypothesis to another merging or pruning hypothesis. If a hypothesis of merging is preferred, the selected pair of components are merged into a single new component. In the context of greedy MR we need to define a paradigm to decide which components to prune and which components to merge. In the following section three of such paradigms namely, approximate Kullback-Leibler, Integral Square Error and Symmetrized Kullback-Leibler are introduced.

## II. Mixture reduction as a decision problem

The reduction problem can be formulated as a decision problem where most likely hypothesis regarding the distribution of the data can be selected. Before discussing the decision metrics in sections II-B, II-D and II-F, let us have a look at the possible decisions at each stage of the reduction.

At the $k^{t h}$ stage of reducing mixture density of equation (1), $n_{k}=N-k+1$ components are left and there are $\frac{1}{2} n_{k} \times\left(n_{k}-1\right)$ possible merging decisions and $n_{k}$ possible pruning decisions to choose from. Let the reduced density at the $k^{t h}$ stage be denoted by $p_{k}(x)$. We have a multiple hypotheses decision problem at hand where the hypotheses are formulated according to

$$
\begin{aligned}
& \text { Pruning Hypotheses }\left\{\begin{array}{c}
\mathcal{H}_{01}: p_{k}\left(x \mid \mathcal{H}_{01}\right)=p_{k}(x)-e^{01}\left(x, p_{k}(x)\right), \\
\mathcal{H}_{02}: p_{k}\left(x \mid \mathcal{H}_{02}\right)=p_{k}(x)-e^{02}\left(x, p_{k}(x)\right), \\
\vdots \\
\mathcal{H}_{0 n_{k}}: p_{k}\left(x \mid \mathcal{H}_{0 n_{k}}\right)=p_{k}(x)-e^{0 n_{k}}\left(x, p_{k}(x)\right),
\end{array}\right. \\
& \text { Merging Hypotheses }\left\{\begin{array}{c}
\mathcal{H}_{12}: p_{k}\left(x \mid \mathcal{H}_{12}\right)=p_{k}(x)-e^{12}(x), \\
\mathcal{H}_{13}: p_{k}\left(x \mid \mathcal{H}_{13}\right)=p_{k}(x)-e^{13}(x), \\
\vdots \\
\mathcal{H}_{\left(n_{k}-1\right) n_{k}}: p_{k}\left(x \mid \mathcal{H}_{\left(n_{k}-1\right) n_{k}}\right)=p_{k}(x)-e^{\left(n_{k}-1\right) n_{k}}(x),
\end{array}\right.
\end{aligned}
$$

which is a decision problem with $n_{k}\left(n_{k}+1\right) / 2$ hypotheses. The first $n_{k}$ hypotheses account for pruning and the rest account for merging decisions. The subscript on hypotheses $\mathcal{H}$. refers to the two components to be merged for merging hypotheses


Figure 1. A Gaussian mixture is compared with two approximation via pruning component 1 (in blue) and merging components 1 and 2 (in red)
while in the case of pruning hypotheses the subscript refers to the label of the component to be pruned which is preceded by zero.

The number of merging hypotheses which needs to be evaluated for the reduction of a mixture with $N$ components down to $M=N-k$ components is $\frac{1}{2} N^{2} k+\frac{1}{6} k^{3}-\frac{1}{2} N k^{2}-\frac{1}{6} k$. Also, the number of pruning hypotheses which needs to be evaluated for the reduction of a mixture with $N$ components down to $N-k$ components is $N k+\frac{1}{2} N-\frac{1}{2} k^{2}$.

The basic problem in statistical decision theory is to make optimal choices from a set of alternatives, i.e., hypotheses, based on noisy observations [19]. The intention is here to cast the problem of greedy mixture reduction for a given merging and pruning algorithm in the framework of statistical decision theory. The alternative decisions to be made in the reduction problem is which components to merge or prune. However, there are no observation to base the decision on. The remedy is to use the original mixture $p(x)$ or more precisely infinitely many hypothetical independent and identically distributed (iid) samples from the original mixture as the observations i.e., $\left\{x^{r}\right\}_{r=1}^{\infty} \stackrel{\text { iid }}{\sim} p(x)$. It should be emphasized that the samples are hypothetical and later on using the law of large numbers the need for them will be eliminated.

## A. Hypothesis testing for greedy $M R$

Using the multiple hypothesis testing framework and the data $X$, the hypothesis $\mathcal{H}_{K}$ with $P\left(\mathcal{H}_{K} \mid X\right)>P\left(\mathcal{H}_{I} \mid X\right)$ for $I \neq K$ should be decided, see Appendix A or [19]. This decision rule is also referred to as maximum a posteriori (MAP) decision rule. For equal prior probabilities $P\left(\mathcal{H}_{K}\right)=P\left(\mathcal{H}_{I}\right)$ the decision rule will be to decide $\mathcal{H}_{K}$ if $p\left(X \mid \mathcal{H}_{K}\right)>p\left(X \mid \mathcal{H}_{I}\right)$ for $I \neq K$. Now suppose the data $\left\{x^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p(x)$ is used for the decision problem of deciding which hypothesis to choose among merging and pruning decisions. Therefore the likelihood can be written as

$$
\begin{equation*}
p\left(\left\{x^{r}\right\}_{r=1}^{S} \mid \mathcal{H}_{K}\right)=\prod_{r=1}^{S} p\left(x^{r} \mid \mathcal{H}_{K}\right) \tag{6}
\end{equation*}
$$

with the assumption that the samples $\left\{x^{r}\right\}_{r=1}^{S}$ are independent. The normalized log-likelihood by dividing by the number of observations $S$, is given by $\widehat{l}\left(\left\{x^{r}\right\}_{r=1}^{S} \mid \mathcal{H}_{K}\right) \triangleq \frac{1}{S} \sum_{r=1}^{S} \log p\left(x^{r} \mid \mathcal{H}_{K}\right)$. From the strong law of large numbers we have that $\widehat{l}\left(\left\{x^{r}\right\}_{r=1}^{S} \mid \mathcal{H}_{K}\right) \xrightarrow{\text { a.s. }} \mathbb{E}_{p(x)}\left[\log p\left(x \mid \mathcal{H}_{K}\right)\right]$. Therefore the optimal decision is to decide $\mathcal{H}_{K}$ if

$$
\underset{p(x)}{\mathbb{E}}\left[\log p\left(x \mid \mathcal{H}_{K}\right)\right]>\underset{p(x)}{\mathbb{E}}\left[\log p\left(x \mid \mathcal{H}_{I}\right)\right]
$$

for $K \neq I$. It can be shown by simple calculations that this decision criterion is equivalent to decide $\mathcal{H}_{K}$ if

$$
\begin{equation*}
D_{K L}\left(p(x) \| p\left(x \mid \mathcal{H}_{K}\right)\right)<D_{K L}\left(p(x) \| p\left(x \mid \mathcal{H}_{I}\right)\right) \tag{7}
\end{equation*}
$$

for $K \neq I$. The MAP decision rule (7) will be used in Example 1 to decide between two hypotheses.
Example 1: Consider a Gaussian mixture consisting of three components $p(x)=\sum_{I=1}^{3} w^{I} \mathcal{N}\left(x ; m^{I}, P^{I}\right)$ as illustrated in Figure 1. The parameters of each component, weight $w^{I}$, mean value $m^{I}$ and variance $P^{I}$, are given as $w^{1}=0.1, m^{1}=2$, $P^{1}=9, w^{2}=0.45, m^{2}=0, P^{2}=4, w^{3}=0.45, m^{3}=5, P^{3}=4$. In order to compare the merging hypothesis $\mathcal{H}_{12}$ and the pruning hypothesis $\mathcal{H}_{01}$ using the MAP rule given in (7) we calculate the KLD between the original mixture and the candidate approximations which gives $D_{K L}\left(p(x) \| p\left(x \mid \mathcal{H}_{01}\right)\right)=0.00053$ and $D_{K L}\left(p(x) \| p\left(x \mid \mathcal{H}_{12}\right)\right)=0.0026$. Therefore the MAP decision rule favors pruning component 1 for reducing the mixture to 2 components.

## B. Approximate Kullback-Leibler (AKL) approach to mixture reduction

The MAP decision rule of (7) requires the computation of KLD between two mixture densities. Unfortunately there is no analytical expression for the Kullback-Leibler divergence of two mixtures of the same member of commonly used basic densities except for Categorical distribution. In [20], several methods for the approximation of the KLD between Gaussian
mixtures, which include Monte Carlo sampling and Unscented transform, are given which can be generalized for other mixture densities.

An upper bound for the KLD of two mixtures suggested in [15] is the most promising of all approximate KLD methods for reduction of Gaussian mixtures for target tracking. It is evaluated in [8] and suggested to be the most practical Gaussian mixture reduction to use in a tracker thus far. The approximate KLD based decision criteria introduced in [15] can be given in more general form using [15, Theorem 3 and Theorem 4] which will be given here for completeness.

Theorem 1. If $f(x), h_{1}(x)$ and $h_{2}(x)$ are any probability distribution functions and $0 \leq w \leq 1$ then

$$
\begin{aligned}
& D_{K L}\left(w h_{1}(x)+(1-w) h_{2}(x) \| f(x)\right) \leq w D_{K L}\left(h_{1}(x) \| f(x)\right)+(1-w) D_{K L}\left(h_{2}(x) \| f(x)\right) \\
& D_{K L}\left(f(x) \| w h_{1}(x)+(1-w) h_{2}(x)\right) \leq w D_{K L}\left(f(x) \| h_{1}(x)\right)+(1-w) D_{K L}\left(f(x) \| h_{2}(x)\right) .
\end{aligned}
$$

Theorem 2. If $f(x), h_{1}(x)$ and $h_{2}(x)$ are any probability distribution functions and $0 \leq w \leq 1$ then

$$
D_{K L}\left(w h_{1}(x)+(1-w) f(x) \| w h_{2}(x)+(1-w) f(x)\right) \leq w D_{K L}\left(h_{1}(x) \| h_{2}(x)\right)
$$

Using theorems 1 and $2, D_{K L}\left(p(x) \| p\left(x \mid \mathcal{H}_{I J}\right)\right)$ is approximated in [15] for the case of merging two components $I$ and $J$ as in

$$
\begin{align*}
& D_{K L}\left(p(x) \| p\left(x \mid \mathcal{H}_{I J}\right)\right) \\
& \leq\left(w^{I}+w^{J}\right) D_{K L}\left(\frac{w^{I} q\left(x ; \eta^{I}\right)+w^{J} q\left(x ; \eta^{J}\right)}{w^{I}+w^{J}} \| q\left(x ; \eta^{I J}\right)\right)  \tag{8}\\
& \leq w^{I} D_{K L}\left(q\left(x ; \eta^{I}\right) \| q\left(x ; \eta^{I J}\right)\right)+w^{J} D_{K L}\left(q\left(x ; \eta^{J}\right) \| q\left(x ; \eta^{I J}\right)\right) .
\end{align*}
$$

The upper bound given above on $D_{K L}\left(p(x) \| p\left(x \mid \mathcal{H}_{I J}\right)\right)$ is defined by

$$
\begin{equation*}
\mathcal{B}(I, J) \triangleq w^{I} D_{K L}\left(q\left(x ; \eta^{I}\right) \| q\left(x ; \eta^{I J}\right)\right)+w^{J} D_{K L}\left(q\left(x ; \eta^{J}\right) \| q\left(x ; \eta^{I J}\right)\right) \tag{9}
\end{equation*}
$$

The weighted sum in (9) will be referred to as $\mathcal{B}(I, J)$ for the general case, as in the original formulation for Gaussian mixtures in [15]. The advantages of using $\mathcal{B}(I, J)$ instead of $D_{K L}\left(p(x) \| p\left(x \mid \mathcal{H}_{I J}\right)\right)$ is that $D_{K L}\left(q\left(x ; \eta^{I}\right) \| q\left(x ; \eta^{J}\right)\right)$ has a closed form expression for many densities of interest.

The AKL decision criteria is a very strong tool in comparison of merging hypotheses. In [15], no counterpart for $\mathcal{B}(I, J)$ is given for comparison of the pruning hypotheses. In the following, a pruning metric for the pruning hypotheses using Theorems 1 and 2 will be derived.

## C. Pruning a mixture based on approximate KLD

The KLD of the two mixtures $p(x)$ and $p\left(x \mid \mathcal{H}_{0 I}\right)$ which arise when computing the decision rule (7) for hypothesis of pruning component $I$ can be approximated using theorems 1 and 2 as in

$$
\begin{align*}
& D_{K L}\left(p(x) \| p\left(x \mid \mathcal{H}_{0 I}\right)\right)=D_{K L}\left(w^{I} q_{\eta^{I}}+\left(1-w^{I}\right) r \| w^{I} r+\left(1-w^{I}\right) r\right) \leq w^{I} D_{K L}\left(q_{\eta^{I}} \| r\right) \\
& \leq \frac{w^{I}}{1-w^{I}} \sum_{j=1, j \neq I}^{N} w^{j} D_{K L}\left(q_{\eta^{I}} \| q_{\eta^{j}}\right) \tag{10}
\end{align*}
$$

where $r=\frac{1}{1-w^{I}} \sum_{j=1, j \neq I}^{N} w^{j} q_{\eta^{j}}$. The upper bound on $D_{K L}\left(p(x) \| p\left(x \mid \mathcal{H}_{0 I}\right)\right)$ becomes

$$
\begin{equation*}
\mathcal{B}(0, I)=\frac{w^{I}}{1-w^{I}} \sum_{j=1, j \neq I}^{N} w^{j} D_{K L}\left(q_{\eta^{I}} \| q_{\eta^{j}}\right) . \tag{11}
\end{equation*}
$$

According to (11), a small value for $\mathcal{B}(0, I)$ can be obtained when the KLD between the component $I$ and all the remaining components $\{j\}_{j=1, j \neq I}^{N}$ is small which is an unlikely scenario. Furthermore, if component $I$ is similar to all the other components $\{j\}_{j=1, j \neq I}^{N}$ merging of component $I$ with one of these remaining components, $\{j\}_{j=1, j \neq I}^{N}$, should be a good alternative to pruning component $I$. Based on the authors' experience this KLD based pruning metric has shown no practical use in many numerical experiments conducted by the authors.

Table I
Parameters of the Gaussian mixture of Figure 2 with 3 components are given.

| I | $w^{I}$ | $m^{I}$ | $P^{I}$ |
| :---: | :---: | :---: | :---: |
| 1 | 0.1 | -2 | 16 |
| 2 | 0.45 | 0 | 1 |
| 3 | 0.45 | 5 | 1 |

Table II
ISE AND KLD FOR RESULTING MIXTURE FROM TWO HYPOTHESES OF MERGING ( $K=12$ ) AND PRUNING ( $K=01$ ) ARE GIVEN FOR COMPARISON

| $K$ | $D_{K L}\left(p(x) \\| p\left(x \mid \mathcal{H}_{K}\right)\right)$ | $\operatorname{ISE}\left(\mathcal{H}_{K}\right) \times 10^{-3}$ |
| :---: | :---: | :---: |
| 01 | 0.6134 | 1.0293 |
| 12 | 0.1328 | 12.961 |

## D. Integral Square Error (ISE) approach

An alternative solution for the multiple hypothesis decision problem which arises in the MR is the ISE approach [14], [18]. ISE is a measure of difference between two densities which is defined as $\int|f(x)-g(x)|^{2} \mathrm{~d} x$ for two densities $f(x)$ and $g(x)$. ISE is used by Williams and Maybeck in [14] where a cost is associated with each reduction hypothesis. The cost of the hypothesis $\mathcal{H}_{K}$ obeys

$$
\begin{equation*}
\operatorname{ISE}\left(\mathcal{H}_{K}\right)=\int\left|p(x)-p_{k}\left(x \mid \mathcal{H}_{K}\right)\right|^{2} \mathrm{~d} x \tag{12}
\end{equation*}
$$

In this approach, the hypothesis which gives the smallest ISE will be chosen at each step of the reduction i.e., the decision rule based on ISE becomes "decide $\mathcal{H}_{K}$ if $\operatorname{ISE}\left(\mathcal{H}_{K}\right)<\operatorname{ISE}\left(\mathcal{H}_{L}\right)$ for all $L \neq K$ ", where $K$ and $L$ are permissible indices of the hypotheses. For the Gaussian mixture of Example 1, $\operatorname{ISE}\left(\mathcal{H}_{01}\right)=0.000062$ and $\operatorname{ISE}\left(\mathcal{H}_{12}\right)=0.00029$ i.e., ISE decision rule favors pruning component 1 for the reduction of the mixture to 2 components. Another comparison of the ISE decision rule and the MAP decision rule will be given in the following example.

Example 2: Consider a Gaussian mixture consisting of three components; $p(x)=\sum_{I=1}^{3} w^{I} \mathcal{N}\left(x ; m^{I}, P^{I}\right)$. The parameters of each component, mean value $m^{I}$ and variance $P^{I}$ are given in Table I. Now, in order to compare the merging decision $\mathcal{H}_{12}$ and the pruning decision $\mathcal{H}_{01}$ using the ISE and the MAP criteria, these values are calculated numerically and are given in Table II. From the second column of Table II it can be inferred that the KLD between the original mixture and the mixture consisting of the third $(I=3)$ component and the merged component of 1 and 2 is lower than the KLD between the original mixture and the re-normalized mixture consisting of only the second and the third component. That is, the MAP decision rule favors merging decision. On the other hand, ISE approach favors pruning decision (see second column in Table II). The original mixture and the two approximations are shown in Figure 2 for illustration.
Examples 1 and 2 show the impact the choice of paradigm has on the outcome of the decision problem. The KLD between two densities $p(x)$ and $q(x)$ is given by $D_{K L}(p \| q)=\int p(x) \log \frac{p(x)}{q(x)} \mathrm{d} x$ while the $\operatorname{ISE}$ is defined by $\operatorname{ISE}(p, q)=$ $\int|p(x)-q(x)|^{2} \mathrm{~d} x$. The MAP decision rule attempts to minimize the expected value of the logarithm of the "ratio" between the two probability distribution functions (pdf) over the support of the pdfs. In contrast ISE is mainly concerned about the "square of the difference" between the two densities. The former tends to infinity in the limit when the approximate density vanishes where the original density is nonzero while the latter is always finite. This explains why the MAP decision rule tries to avoid pruning while ISE approach has a tendency to prune the components with small weight.
An advantage of the ISE metric is that, it can be computed analytically for many distributions [18]. In the ISE approach two parameters can be varied to create slightly different reduction algorithms as detailed below:

1) In the first variation, the ISE is calculated for each hypothesis according to $\operatorname{ISE}\left(\mathcal{H}_{K}\right)=\int\left|p(x)-p_{k}\left(x \mid \mathcal{H}_{K}\right)\right|^{2} \mathrm{~d} x$ and the density after pruning is re-normalized. This variation is consistent with the presentation of the ISE algorithm so far in this technical report.


Figure 2. The original mixture with parameters given in Table I is compared with two approximation favored by ISE (in blue) and MAP (red).
2) In the second variation, as it is pointed out in [14], when the ISE is being calculated for a pruning hypothesis the rescaling can be skipped since re-normalizing the weights will increase the error value in parts of the support that are not affected by the pruning hypothesis. This choice also brings substantial computational saving which will be discussed is section II-E.
3) In the third variation, instead of comparing $p\left(x \mid \mathcal{H}_{K}\right)$ with the original mixture $p(x)$, it is compared with the resulting mixture of the previous reduction step $p_{k}(x)$, as given here

$$
\operatorname{ISE}\left(\mathcal{H}_{K}\right)=\int\left|p_{k}(x)-p_{k}\left(x \mid \mathcal{H}_{K}\right)\right|^{2} d x=\int\left|e^{K}\right|^{2} \mathrm{~d} x
$$

In this way, the ISE metric for merging decision can be simplified to

$$
\begin{aligned}
\operatorname{ISE}\left(\mathcal{H}_{I J}\right) & =\left(w^{I}\right)^{2} Q(I, I)+\left(w^{J}\right)^{2} Q(J, J) \\
& +\left(w^{I J}\right)^{2} Q(I J, I J)+2 w^{I} w^{J} Q(I, J) \\
& -2 w^{I} w^{I J} Q(I, I J)-2 w^{J} w^{I J} Q(J, I J) .
\end{aligned}
$$

where,

$$
\begin{equation*}
Q(I, J)=\int q\left(x ; \eta^{I}\right) q\left(x ; \eta^{J}\right) \mathrm{d} x \tag{13}
\end{equation*}
$$

$Q(I, J)$ can be calculated analytically for many basic densities of interest belonging to the exponential family such as Gaussian, gamma and Wishart distributions. For explicit expressions for the exponential family of distribution see [18]. Similarly the ISE metric for pruning decision can be simplified as

$$
\operatorname{ISE}\left(\mathcal{H}_{0 I}\right)=\left(\frac{w^{I}}{1-w^{I}}\right)^{2}\left[Q(I, I)-2 \sum_{i=1}^{N} w^{i} Q(I, i)+\sum_{i=1}^{N} \sum_{j=1}^{N} w^{i} w^{j} Q(i, j)\right]
$$

4) The fourth variant is similar to the third variant in terms of the choice of the reference density, but the mixture is not renormalized after each pruning which results in the expression

$$
\operatorname{ISE}\left(\mathcal{H}_{0 I}\right)=\left(w^{I}\right)^{2} Q(I, I)
$$

for pruning hypotheses.
The second variation is used in the numerical simulation that is presented in section III-B.

## E. Implementation aspects of the ISE approach

Calculation of the ISE for each hypothesis at every step of the reduction is costly. A scheme is suggested here to cache the calculated quantities to reduce the computational cost of the reduction. The cost reduction scheme is given for the second type of implementation of the ISE approach according to the numbered list in section II-D where the mixture density after pruning hypothesis is not re-normalized.

In the first step of the reduction of the mixture density (1) merging of all possible pairs of components results in $\frac{1}{2} N(N-1)$ hypotheses. For the evaluation of these hypotheses the resultant component of each merging should be calculated. To calculate the ISE of each hypothesis $Q(\cdot, \cdot)$ should be calculated for all pairs of components in the mixture as well as the pair of components where one component is among the merged components and the other one is among the existing components. All these quantities should be stored and can be reused in the future reduction steps.

At the $k^{t h}$ step of the reduction of the mixture density given in (1), the reduced density is denoted by $p_{k}(x)$. In order to keep the notation less cluttered, let the term $q^{J}$ denote $w^{J} q\left(x ; \eta^{J}\right) ; p$ denote $p(x)$ and $p_{k}$ denote $p_{k}(x)$. Let us assume that the cost of the reduction hypotheses at the $k^{t h}$ stage denoted by $\operatorname{IS} E_{k}\left(\mathcal{H}_{R}\right)$ are stored in a vector $Y_{k}$ and let $M=\operatorname{argmin} \operatorname{ISE} E_{k}\left(\mathcal{H}_{R}\right)$ for all permissible values of $R$.

When $M$ corresponds to a pruning hypothesis, for example $M=0 J$, the vector $Y_{k+1}$ can be updated with less computations for next pruning hypotheses using

$$
\begin{align*}
\operatorname{ISE}_{k+1}\left(\mathcal{H}_{0 S} \mid M=0 J\right) & =\int\left(p-p_{k}+q^{J}+q^{S}\right)^{2} \mathrm{~d} x \\
& =\int\left(p-p_{k}+q^{S}\right)^{2} \mathrm{~d} x+\int\left(q^{J}\right)^{2} \mathrm{~d} x+2 \int q^{J}\left(p-p_{k}+q^{S}\right) \mathrm{d} x \\
& =\int\left(p-p_{k}+q^{S}\right)^{2} \mathrm{~d} x+\int\left(q^{J}\right)^{2} \mathrm{~d} x+2 \int q^{J}\left(p-p_{k}\right) \mathrm{d} x+2 \int q^{J} q^{S} \mathrm{~d} x  \tag{14}\\
& =\operatorname{ISE}_{k}\left(\mathcal{H}_{0 S}\right)+\underbrace{\int\left(q^{J}\right)^{2} \mathrm{~d} x+2 \int q^{J}\left(p-p_{k}\right) \mathrm{d} x}_{A(J)}+2 \int q^{J} q^{S} \mathrm{~d} x
\end{align*}
$$

where, the quantity $\operatorname{ISE}_{k}\left(\mathcal{H}_{0 S}\right)$ is already known from the previous step and $A(J)$ is a part of the ISE added to elements of $Y_{k}$ due to the pruning of the $J^{t h}$ component.

Similarly, when $M$ corresponds to a pruning hypothesis, for example $M=0 J$, the vector $Y_{k+1}$ can be updated with less computations for the next merging hypotheses using

$$
\begin{align*}
& \operatorname{ISE}_{k+1}\left(\mathcal{H}_{S T} \mid M=0 J\right)=\int\left(p-p_{k}+q^{J}+q^{S}+q^{T}-q^{S T}\right)^{2} \mathrm{~d} x \\
& =\int\left(p-p_{k}+q^{S}+q^{T}-q^{S T}\right)^{2} \mathrm{~d} x+\int\left(q^{J}\right)^{2} \mathrm{~d} x+2 \int q^{J}\left(p-p_{k}+q^{S}+q^{T}-q^{S T}\right) \mathrm{d} x \\
& =\int\left(p-p_{k}+q^{S}+q^{T}-q^{S T}\right)^{2} \mathrm{~d} x+\int\left(q^{J}\right)^{2} \mathrm{~d} x+2 \int q^{J}\left(p-p_{k}\right) \mathrm{d} x+2 \int q^{J}\left(q^{S}+q^{T}-q^{S T}\right) \mathrm{d} x  \tag{15}\\
& =\operatorname{ISE}_{k}\left(\mathcal{H}_{S T}\right)+A(J)+2 \int q^{J}\left(q^{S}+q^{T}-q^{S T}\right) \mathrm{d} x .
\end{align*}
$$

After each pruning step all elements of vector $Y_{k+1}$ corresponding to the pruned component will be eliminated from $Y_{k+1}$.
Using a similar approach, when $M$ corresponds to a merging hypothesis, say $M=I J$, the vector $Y_{k+1}$ can be updated with less computations for the next pruning hypotheses using

$$
\begin{align*}
& \operatorname{ISE}_{k+1}\left(\mathcal{H}_{0 S} \mid M=I J\right)=\int\left(p-p_{k}+q^{J}+q^{I}-q^{I J}+q^{S}\right)^{2} \mathrm{~d} x \\
& =\int\left(p-p_{k}+q^{S}\right)^{2} \mathrm{~d} x+\int\left(q^{J}+q^{I}-q^{I J}\right)^{2} \mathrm{~d} x+2 \int\left(q^{J}+q^{I}-q^{I J}\right)\left(p-p_{k}+q^{S}\right) \mathrm{d} x \\
& =\int\left(p-p_{k}+q^{S}\right)^{2} \mathrm{~d} x+\int\left(q^{J}+q^{I}-q^{I J}\right)^{2} \mathrm{~d} x+2 \int\left(q^{J}+q^{I}-q^{I J}\right)\left(p-p_{k}\right) \mathrm{d} x+2 \int\left(q^{J}+q^{I}-q^{I J}\right) q^{S} \mathrm{~d} x  \tag{16}\\
& =\operatorname{ISE}_{k}\left(\mathcal{H}_{0 S}\right)+\underbrace{\int\left(q^{J}+q^{I}-q^{I J}\right)^{2} \mathrm{~d} x+2 \int\left(q^{J}+q^{I}-q^{I J}\right)\left(p-p_{k}\right) \mathrm{d} x+2 \int\left(q^{J}+q^{I}-q^{I J}\right) q^{S} \mathrm{~d} x}_{C(I, J)}
\end{align*}
$$

and for the next merging hypotheses using

$$
\begin{align*}
& \operatorname{ISE}_{k+1}\left(\mathcal{H}_{S T} \mid M=I J\right)=\int\left(p-p_{k}+q^{J}+q^{I}-q^{I J}+q^{S}+q^{T}-q^{S T}\right)^{2} \mathrm{~d} x \\
& =\int\left(p-p_{k}+q^{S}+q^{T}-q^{S T}\right)^{2} \mathrm{~d} x+\int\left(q^{J}+q^{I}-q^{I J}\right)^{2} \mathrm{~d} x+2 \int\left(q^{J}+q^{I}-q^{I J}\right)\left(p-p_{k}+q^{S}+q^{T}-q^{S T}\right) \mathrm{d} x \\
& =\int\left(p-p_{k}+q^{S}+q^{T}-q^{S T}\right)^{2} \mathrm{~d} x+\int\left(q^{J}+q^{I}-q^{I J}\right)^{2} \mathrm{~d} x+2 \int\left(q^{J}+q^{I}-q^{I J}\right)\left(p-p_{k}\right) \mathrm{d} x  \tag{17}\\
& +2 \int\left(q^{J}+q^{I}-q^{I J}\right)\left(q^{S}+q^{T}-q^{S T}\right) \mathrm{d} x \\
& =\operatorname{ISE}_{k}\left(\mathcal{H}_{S T}\right)+C(I, J)+2 \int\left(q^{J}+q^{I}-q^{I J}\right)\left(q^{S}+q^{T}-q^{S T}\right) \mathrm{d} x .
\end{align*}
$$

When two components $I$ and $J$ are merged, the merged component labeled $I J$ will obtain the label of component $I$ in the computation environment and all elements of $Y_{k+1}$ corresponding to element $J$ will be eliminated. The vector $Y_{k+1}$ should be updated for the new component as in

$$
\begin{align*}
& \operatorname{ISE}_{k+1}\left(\mathcal{H}_{(I J) S} \mid M=I J\right)=\int\left(p-p_{k}+q^{J}+q^{I}-q^{I J}+q^{S}+q^{I J}-q^{(I J) S}\right)^{2} \mathrm{~d} x \\
& =\int\left(p-p_{k}\right)^{2} \mathrm{~d} x+\int\left(q^{J}+q^{I}+q^{S}-q^{(I J) S}\right)^{2} \mathrm{~d} x+2 \int\left(p-p_{k}\right)\left(q^{J}+q^{I}+q^{S}-q^{(I J) S}\right) \mathrm{d} x \tag{18}
\end{align*}
$$

where, the first term is known from the last reduction step.

## F. Symmetrized Kullback-Leibler Divergence (SKL) Approach

As another similarity measure the Symmetrized Kullback-Leibler Divergence is used for the comparison of the merging hypotheses in [21], [22], [23] and [24]. The symmetrized KLD (SKL) for two component densities is defined as

$$
\begin{equation*}
D_{S K L}(I, J)=D_{K L}\left(q_{\eta^{I}} \| q_{\eta^{J}}\right)+D_{K L}\left(q_{\eta^{J}} \| q_{\eta^{I}}\right) \tag{19}
\end{equation*}
$$

This approach is used in the numerical simulation intended for comparison of different MR algorithms in section III-B. For further details on implementation see [18].

## III. CASE Study on reduction of Exponential family of distributions

The exponential family in its natural form can be represented by its natural parameters $\eta$, sufficient statistic $T(x)$, Logpartition function $A(\eta)$ and base measure $h(x)$ as in

$$
\begin{equation*}
q(x ; \eta)=h(x) \exp (\eta \cdot T(x)-A(\eta)), \tag{20}
\end{equation*}
$$

where the natural parameter $\eta$ belongs to the natural parameter space $\Omega=\left\{\eta \in \mathbb{R}^{m} \mid A(\eta)<+\infty\right\}$. Here $a \cdot b$ denotes the inner product of $a$ and $b$. In the following we will write $q_{\eta}$ and $q_{L}$ as shorthand notations for $q(x ; \eta)$ and $q\left(x ; \eta^{L}\right)$ respectively to keep the notation less cluttered. Some properties of the $\log$ partition function $A(\eta)$ will be given in the following to be used later on.
Definition 1. The set corresponding to all mean values for the sufficient statistics

$$
\begin{equation*}
\mathcal{M}=\left\{\mu \in \mathbb{R}^{m} \mid \exists p, \underset{p}{\mathbb{E}}[T(x)]=\mu\right\} \tag{21}
\end{equation*}
$$

is called the mean parameter space [25].
Definition 2. In a regular family of exponential family the domain $\Omega$ is an open set [25].
Definition 3. In minimal representation of an exponential family a unique parameter vector is associated with each distribution [25].
Lemma 1. For $q(x ; \eta)$ belonging to the exponential family, the following holds

$$
\begin{equation*}
q(x ; \eta) T(x)=\nabla_{\eta} q(x ; \eta)+q(x ; \eta) \nabla_{\eta} A(\eta) \tag{22}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
\nabla_{\eta} q(x ; \eta) & =h(x) \exp (\eta \cdot T(x)-A(\eta))\left(T(x)-\nabla_{\eta} A(\eta)\right) \\
& =q(x ; \eta)\left(T(x)-\nabla_{\eta} A(\eta)\right)
\end{aligned}
$$

and hence, (22) is achieved.
Proposition 1. The gradient of the $\log$ partition function $\nabla A: \Omega \rightarrow \mathcal{M}$ associated with any regular exponential family has derivatives of all orders on its domain and the first two derivatives yield the cumulants of the sufficient statistics $T(x)$. Moreover, $A$ is a convex function of $\eta$ on its domain $\Omega$ and strictly convex if the representation is minimal.

Proof. Here the expressions for the first two derivatives are derived. For a complete proof see [25, Proposition 3.1].

$$
\begin{align*}
\nabla_{\eta} A(\eta) & =\nabla_{\eta} A(\eta)+\nabla_{\eta} \int q_{\eta} \mathrm{d} x \\
& =\int q_{\eta} \nabla_{\eta} A(\eta)+\nabla_{\eta} q_{\eta} \mathrm{d} x=\int q_{\eta} T(x) \mathrm{d} x  \tag{23}\\
& =\underset{q_{\eta}}{\mathbb{E}}[T(x)]
\end{align*}
$$

For the second derivative we have

$$
\begin{align*}
\nabla_{\eta}^{2} A(\eta) & =\nabla_{\eta} \underset{q_{\eta}}{\mathbb{E}}[T(x)]=\nabla_{\eta} \int q_{\eta} T(x) \mathrm{d} x \\
& =\int\left(\nabla_{\eta} q_{\eta}\right) T(x)^{\mathrm{T}} \mathrm{~d} x  \tag{24}\\
& =\int q_{\eta}\left(T(x)-\nabla_{\eta} A(\eta)\right) T(x)^{\mathrm{T}} \mathrm{~d} x \\
& =\underset{q_{\eta}}{\mathbb{E}}\left[T(x) T(x)^{\mathrm{T}}\right]-\underset{q_{\eta}}{\mathbb{E}}[T(x)] \underset{q_{\eta}}{\mathbb{E}}[T(x)]^{\mathrm{T}}
\end{align*}
$$

It goes by the definition of covariance that the Hessian matrix $\nabla_{\eta}^{2} A$ is positive semi-definite and therefore $A(\cdot)$ is a convex function.

Corollary 1. The natural parameter space $\Omega$ is a convex set.
Proposition 2. The gradient of the log partition function $\nabla A: \Omega \rightarrow \mathcal{M}$ is a one-to-one mapping if and only if the exponential representation is minimal.

Proof. For a proof see [25, Proposition 3.2].
Proposition 3. In a minimal exponential family the gradient map $\nabla A$ is onto a the interior of $\mathcal{M}$ denoted by $\mathcal{M}^{\circ}$. Consequently, for each $\mu \in \mathcal{M}^{\circ}$, there exists some $\eta=\eta(\mu) \in \Omega$ such that $\mathbb{E}_{q_{\eta}}[T(x)]=\mu$.

Proof. For a proof see [25, Theorem 3.3].

## A. Merging algorithm for the exponential family

In Theorem 3 we derive an expression for approximating a mixture consisting of a member of the exponential family by a single component of the same member of the exponential family.

Theorem 3. For any finite mixture density $p_{\mathcal{L}}(x)$ as in (3) where its basic densities $q(x ; \eta)$ belong to regular exponential family of distributions and have minimal representation there exists a unique permissible natural parameter $\eta^{*} \in \Omega$ minimizing the Kullback-Leibler divergence $D_{K L}\left(p_{\mathcal{L}} \| q_{L}\right)$ given by solving the system of equations

$$
\begin{equation*}
\nabla_{\eta^{L}} A\left(\eta^{L}\right)=\sum_{I \in \mathcal{L}} \widehat{w}^{I} \nabla_{\eta^{I}} A\left(\eta^{I}\right) \tag{25}
\end{equation*}
$$

Proof. To perform the minimization of the KLD we write down the necessary conditions for optimality also known as Karush-Kuhn-Tucker (KKT) conditions for the unconstrained problem

$$
\begin{equation*}
\nabla_{\eta^{L}} D_{K L}\left(p_{\mathcal{L}} \| q_{L}\right)=0, \tag{26}
\end{equation*}
$$

and will show that the solution for the unconstrained problem is a permissible solution to the constrained problem i.e., $\eta^{*} \in \Omega$. Now we will simplify the gradient of the KLD given in equation (26) in

$$
\begin{align*}
\nabla_{\eta^{L}} D_{K L}\left(p_{\mathcal{L}} \| q_{L}\right) & =\nabla_{\eta^{L}} \underset{p_{\mathcal{L}}}{\mathbb{E}}\left[\log \frac{p_{\mathcal{L}}}{q_{L}}\right] \\
& =-\nabla_{\eta^{L}}^{\mathbb{E}} \underset{p_{\mathcal{L}}}{\mathbb{E}}\left[\log q_{L}\right] \\
& =-\nabla_{\eta^{L}}^{\mathbb{E}} \underset{p_{\mathcal{L}}}{\mathbb{E}}\left[\log h(x)+\eta^{L} \cdot T(x)-A\left(\eta^{L}\right)\right]  \tag{27}\\
& =-\underset{p_{\mathcal{L}}}{\mathbb{E}}\left[T(x)-\nabla_{\eta^{L}} A\left(\eta^{L}\right)\right]=-\underset{p_{\mathcal{L}}}{\mathbb{E}}[T(x)]+\nabla_{\eta^{L}} A\left(\eta^{L}\right) \\
& =-\sum_{I \in \mathcal{L}} \widehat{w}^{I} \nabla_{\eta^{I}} A\left(\eta^{I}\right)+\nabla_{\eta^{L}} A\left(\eta^{L}\right) .
\end{align*}
$$

Therefore the KKT condition of equation (26) is equivalent to

$$
\begin{equation*}
\nabla_{\eta^{L}} A\left(\eta^{L}\right)=\sum_{I \in L} \widehat{w}^{I} \nabla_{\eta^{I}} A\left(\eta^{I}\right) \tag{28}
\end{equation*}
$$

Since $\nabla_{\eta^{L}}^{2} D_{K L}\left(p_{\mathcal{L}} \| q_{L}\right)=\nabla_{\eta^{L}}^{2} A\left(\eta^{L}\right)$ and $\nabla_{\eta^{L}}^{2} A\left(\eta^{L}\right)$ is positive definite according to Proposition 1 and $\Omega$ is an open and convex set the optimization problem is a convex optimization problem and KKT necessary conditions for optimality are sufficient conditions for optimality and the solution is unique. Now it remains to show that $\eta^{L}$ is a permissible solution to the constrained problem which follows from Proposition 3.

Corollary 2. The merging algorithm of equation (25) is equivalent to matching the expectations of sufficient statistics $T(x)$ with respect to the two densities $p_{\mathcal{L}}$ and $q_{L}$ i.e.,

$$
\begin{equation*}
\underset{q_{L}}{\mathbb{E}}[T(x)]=\underset{p_{\mathcal{L}}}{\mathbb{E}}[T(x)] . \tag{29}
\end{equation*}
$$

The approximation of a density with a density belonging to the exponential family is derived in [17, Section 10.7] in the context of expectation propagation. But, the feasibility of the solution to the minimization problem and the fact that the solution is a global minimum is not discussed. In [26], the convexity of the cost function is proven but reference to the minimality of representation of the exponential family which is needed for the uniqueness of the solution and elaboration on the feasibility of the solution are missing. In [25], all these aspects are discussed for approximating a general density with a member of the exponential family. Here we have used the general results of [25] for the specific problem of mixture reduction.
In the following example, the expressions needed for the nonlinear system of equations which arise in reduction of mixtures of Gaussian inverse Wishart distribution, which is used in the extended target tracking framework [27] are given.

Example 3: Consider the Gaussian inverse Wishart density

$$
\begin{equation*}
\operatorname{GIW}(x, X ; m, P, \nu, \Psi)=\mathcal{N}(x ; m, P) \mathcal{I} \mathcal{W}_{d}(X ; \nu, \Psi) \tag{30}
\end{equation*}
$$

where $m \in \mathbb{R}^{k}$ denotes the mean value, $P \in S_{+}^{k}$ is the covariance matrix, $\nu>2 d$ is the degrees of freedom and $\Psi \in S_{++}^{d}$ is the scale matrix. For the GIW distribution we have

$$
\begin{equation*}
\eta=\left(-\frac{1}{2} \nu,-\frac{1}{2} \Psi, P^{-1} m,-\frac{1}{2} P^{-1}\right) \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
A(\eta)=\left(\eta_{1}+\frac{d+1}{2}\right) \log \left|-\eta_{2}\right|+\log \Gamma_{d}\left(-\eta_{1}-\frac{d+1}{2}\right)-\frac{1}{4} \eta_{3}^{\mathrm{T}} \eta_{4}^{-1} \eta_{3}-\frac{1}{2} \log \left|-2 \eta_{4}\right|, \tag{32}
\end{equation*}
$$

where $\Gamma_{d}(\cdot)$ is the multivariate gamma function. Notice that the natural parameter is not a vector since its elements can be matrix valued. The gradient $\nabla_{\eta} A(\eta)$, should be substituted in (25) to solve for the parameters of the merged component and is given by

$$
\begin{align*}
& \nabla_{\eta} A(\eta)=\left(\log \left|-\eta_{2}\right|-\psi_{d}\left(-\eta_{1}-\frac{d+1}{2}\right),\left(\eta_{1}+\frac{d+1}{2}\right) \eta_{2}^{-1},-\frac{1}{2} \eta_{3}^{\mathrm{T}} \eta_{4}^{-1}, \frac{1}{4} \eta_{4}^{-\mathrm{T}} \eta_{3} \eta_{3}^{\mathrm{T}} \eta_{4}^{-\mathrm{T}}-\frac{1}{2} \eta_{4}^{-1}\right) \\
& =\left(\log \left|\frac{1}{2} \Psi\right|-\psi_{d}\left(\frac{\nu-d-1}{2}\right),(\nu-d-1) \Psi^{-1}, m^{\mathrm{T}}, m m^{\mathrm{T}}+P\right) \tag{33}
\end{align*}
$$

where $\psi_{d}(\cdot)$ is the multivariate digamma function. Also the expression for $\mathcal{B}(I, J)$ for the GIW density is given as

$$
\begin{equation*}
\mathcal{B}_{\mathrm{GIW}}(I, J)=w^{I J} \phi\left(\nu^{I J}, P^{I J}\right)-w^{I} \phi\left(\nu^{I}, P^{I}\right)-w^{J} \phi\left(\nu^{J}, P^{J}\right), \tag{34}
\end{equation*}
$$

where,

$$
\phi(\nu, P)=-\frac{\nu-d-1}{2} \psi_{d}\left(\frac{\nu-d-1}{2}\right)+\log \Gamma_{d}\left(\frac{\nu-d-1}{2}\right)+\frac{d}{2} \nu+\frac{1}{2} \log |P| .
$$

The expression for the $Q(I, J)$ which is needed for the calculation of the ISE between two mixtures can be simplified to

$$
\begin{equation*}
Q(I, J)=\exp \left(A\left(\eta^{I}+\eta^{J}\right)-A\left(\eta^{I}\right)-A\left(\eta^{J}\right)\right) \tag{35}
\end{equation*}
$$

since $\mathbb{E}_{q\left(x ; \eta^{I}+\eta^{J}\right)}[h(x)]=1$.
The expression for SKL for the GIW density can be obtained as [18]

$$
\begin{equation*}
D_{S K L}(I, J)=\left(\eta^{I}-\eta^{J}\right) \cdot\left(\nabla_{\eta^{I}} A\left(\eta^{I}\right)-\nabla_{\eta^{J}} A\left(\eta^{J}\right)\right) \tag{36}
\end{equation*}
$$

## B. Numerical Simulations

Three mixture reduction algorithms (MRAs), AKL, SKL and ISE [18], are compared in numerical simulation for mixtures of the most common members of the exponential family distributions. A total of 1000 random mixture densities are randomly generated for each density and they are reduced with different reduction aggressiveness, namely, reduction from 25 components down to $\mathbf{M}$ components where $25>\mathbf{M}>1$. The reduced mixtures are compared to the original mixtures in terms of ISE between the reduced mixture and the original mixture, calculated analytically. Due to the high variance of the ISE values, which in turn is due to the the high variability in random mixture density parameters used for the MC simulation, the comparison population mean and standard deviation does not show the difference between the MRAs. As a remedy, a paired difference test is used.

The Wilcoxon signed-rank test [28] is a non-parametric paired difference test which can be used for comparing two matched samples. The Wilcoxon signed-rank test statistics is affected by both the magnitude and the sign of the difference between the matched samples. It can be used when a population cannot be assumed to be normally distributed which is required for paired Student's t-test [28]. When the paired difference is statistically significant ( $p$-value $<1 \%$ ) the null hypothesis (the paired ISE values come from continuous distributions with equal medians) is rejected. The Wilcoxon signed-rank test is implemented in this numerical simulation using the ranksum command in MATLAB ${ }^{\circledR}$.

In Tables III to XVI the decimal logarithm of the $p$-value for the two sided Wilcoxon rank sum test is given for ISE values of all pairs of MRAs i.e., AKL versus SKL, AKL versus ISE and SKL versus ISE. When the ISE values corresponding to two MRAs have a significant difference, the MRA whose ISE value has a smaller median is pointed out. The latter comparison is performed using the one-sided Wilcoxon rank sum test.

Similar comparison is performed for all pairs of MRAs where the error between the original and the approximate mixture is the KLD between the original mixture and the approximate mixture. Due to the absence of an analytical solution, the KLD is calculated numerically via MC sampling method. The number of samples used in the numerical calculation of the KLD is given for each type of density in the corresponding section. In the following using an example the simulation scenario will be further explained.

Consider the simulation parameters and results given in section III-B1 for exponential distribution. 1000 random mixtures of exponential distribution are generated. The parameters of the MC simulation are given in (37). For all 1000 MC samples the approximation of the original density with 25 components with a mixture consisting of $25>\mathbf{M}>1$ components using AKL, SKL and ISE is calculated. For each MC realization and $\mathbf{M}$, the integral square error as well as the KLD between the original mixture and the approximate mixture is calculated. The objective of the simulations is to find out, firstly, whether the two MRAs in each pair are different (for the simulation parameter range) or not. Secondly, when they are different which MRA gives lower error which in our case is the KLD and the ISE between the original mixture and its approximation. The $p$-value for the two sided Wilcoxon rank sum test for each pair of MRAs is used to determine whether the two MRAs are different in terms of the error. The decimal logarithm of the $p$-values are given in Table III. When the difference between the errors of the two MRAs in a pair is statistically significant it is relevant to compare the median of the errors of the two MRAs in a pair to find out which one is smaller. Using the one-sided Wilcoxon signed-rank test, where the alternative hypothesis states that the median error of one MRA in a pair is less than the median error of the other MRA in the same pair the MRA with smaller error is identified and pointed out in Table III. In the first three columns the pairwise comparison is performed with
respect to the KLD as a measure of error and in the last three columns the pairwise comparison is performed with respect to the integral square error. For example, the first column of Table III shows that the difference between AKL and SKL is not significant for reductions from 25 components down to 13 components while AKL is significantly better than SKL for more aggressive reductions such as 25 down to $\mathbf{M}$ where $13>\mathbf{M}>1$. In Tables III to XVI the winner MRA is indicated using its respective symbols which is given in the following. AKL is denoted by $\star$, SKL is denoted by $\downarrow$ and ISE is denoted by

A similar comparison is made for 13 other mixture densities in Sections III-B2 to III-B14. The parameters of the Monte-Carlo simulations are given for each type of density in the corresponding subsection.

1) Exponential Distribution: For the $j^{\text {th }} \mathrm{MC}$ run the mixture density function $p_{j}(x)$ is selected as

$$
\begin{align*}
p_{j}(x) & =\sum_{I=1}^{N} w_{j}^{I} \operatorname{Exp}\left(x ; \lambda_{j}^{I}\right), \text { where },  \tag{37a}\\
\operatorname{Exp}(x ; \lambda) & =\lambda \exp (-\lambda x)  \tag{37b}\\
N & =25  \tag{37c}\\
\frac{1}{\lambda_{j}^{I}} & \sim \mathcal{U}(0.5,50.5),  \tag{37d}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{37e}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture, $S=10^{6}$ independent and identically distributed (iid) random samples are generated from the original mixture, where $\left\{x_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x)$.

One of the mixture density functions generated in the MC simulation along with its reduced approximations with 3 components using three reduction algorithms AKL, SKL and ISE are plotted in Figure 3.


Figure 3. Mixture of Exponential Distribution: A realization of the original mixture density and its approximations are illustrated. The original mixture density (black solid line) and its components (black dashed line) are given. In the sub-figures AKL, SKL and ISE are used to approximate the original mixture which has 25 component densities with mixtures with 3 component densities. The approximate densities (thick dashed lines) and their components (thin dashed line) are drawn in different colors; red(AKL), green(SKL) and blue(ISE). AKL is used in the left sub-figure, SKL is used in the center sub-figure and ISE is used in the right sub-figure. The reduced mixture in the right sub-figure is not rescaled after possible pruning steps and is plotted as it is used in the ISE algorithm.

The pairwise comparison of the MRAs in the MC simulation is given in Table III. In Table III, the difference between MRAs becomes more significant as the number of components in the approximate density decreases. Not surprisingly, ISE performs the best when comparison is done with respect to the ISE. Although AKL uses an upper bound instead of the exact KLD of the original mixture with its approximation, it obtains lower KLD compared to ISE and SKL. AKL has the best overall performance, wheras SKL has the worst performance in all four pairwise comparisons.

The average cycle times for MRAs in the MC simulations are given in Figure 4. The ISE is the most costly MRA and SKL is the least costly MRA.

Exponential Distribution：Pairwise comparison of three reduction algorithms with respect to the Kld and ise between the ORIGINAL MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE APPROXIMATE mixture is shown by M in the left column．The quantity in each element is the decimal logarithm of the p－Value of the two Sided Wilcoxon rank sum test．When the difference between the two reduction algorithms is statistically significant（ $p$－Value $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL $(\downarrow)$ | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | －0．0245－ | －0．1938－ | －0．1598－ | －0．2421－ | －0．0312－ | －0．2893－ |
| 23 | －0．2288－ | －0．0018－ | －0．2201－ | －0．7464－ | －0．1712－ | －1．1112－ |
| 22 | －0．1754－ | －0．0829－ | －0．2659－ | －1．1143－ | －0．2081－ | －1．6396－ |
| 21 | －0．2539－ | －0．1221－ | －0．1034－ | －1．3173－ | －0．2379－ | －1．9472－ |
| 20 | －0．0618－ | －0．2490－ | －0．1552－ | -2.4956 ＊ | －0．2157－ | －3．2786 |
| 19 | －0．1081－ | －0．0747－ | －0．0251－ | －2．6226 太 | －0．2833－ | －3．6424 |
| 18 | －0．0212－ | －0．0024－ | －0．0144－ | $-3.3577 \star$ | －0．3151－ | －4．6512 |
| 17 | －0．0765－ | －0．0582－ | －0．1419－ | －3．5792 $\star$ | －0．4558－ | -5.4388 ■ |
| 16 | －0．0793－ | －0．0965－ | －0．0094－ | －3．5077 $\star$ | －0．5350－ | -5.5530 ■ |
| 15 | －0．1931－ | －0．2410－ | －0．0259－ | $-2.7408 \star$ | －0．6561－ | －4．9214 ■ |
| 14 | －0．5629－ | －0．1484－ | －0．3069－ | －3．2014 $\star$ | －0．5657－ | －5．2842 ■ |
| 13 | －1．1858－ | －0．5753－ | －0．3421－ | －2．7337 $\star$ | －0．6885－ | －5．0495 |
| 12 | -2.4986 ＊ | －0．8007－ | －0．8842－ | -2.4614 ћ | －0．8116－ | －4．9965 |
| 11 | －4．8916 $\star$ | －1．6517－ | －1．4433－ | $-2.7761 \star$ | －0．8506－ | -5.5277 ■ |
| 10 | $-9.5861 \star$ | －4．4022 $\star$ | －1．5928－ | $-2.5546 \star$ | －0．9246－ | －5．5040 ■ |
| 9 | －18．1821 $\star$ | －5．9043 $\star$ | －4．3421 ■ |  |  |  |
| 8 | $-22.8025 \star$ | －6．7998 太 | －5．6786 | －2．1383 太 | －1．2285－ | $-5.5299 \square$ |
| 7 | $-24.2039 \star$ | －6．3701 ᄎ | －6．8158 | －1．4000－ | －1．1681－ | -4.2005 ■ |
| 6 | －34．4967 $\star$ | －9．0905 $\star$ | －9．7050 ■ | －1．0345－ | －1．6989－ | －4．4325 |
| 5 | －32．6684 $\star$ | －6．6254 $\star$ | －11．6244 ■ | －1．1463－ | －1．6513－ | －4．5305 ■ |
| 4 | －37．2092 ＊ | －7．2389＊ | －12．5136 $\square$ | －1．1834－ |  |  |
| 3 | －38．7857 $\star$ | －4．7452 $\star$ | －18．8732 | -3.0600 ＊ | －1．1579－ | －6．8602 ■ |
| 2 | －35．7668 ћ | －3．3114 $\star$ | －18．8536 | $-2.6730 \star$ | －1．1859－ | －6．4104 |



Figure 4．Exponential Distribution：The average cycle time for the mixture reduction algorithms AKL（red），SKL（green）and ISE（blue）is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture．The original density in the simulations has 25 components．

2）Weibull Distribution with known shape $k$ ：For the $j^{\text {th }} \mathrm{MC}$ run the mixture density function $p_{j}(x)$ is selected as

$$
\begin{align*}
p_{j}(x) & =\sum_{I=1}^{N} w_{j}^{I} \operatorname{Weibull}\left(x ; \lambda_{j}^{I}, k_{j}\right), \text { where, }  \tag{38a}\\
\operatorname{Weibull}(x ; \lambda, k) & =\frac{k}{\lambda}\left(\frac{x}{\lambda}\right)^{k-1} \exp \left(-\frac{x^{k}}{\lambda^{k}}\right),  \tag{38b}\\
k_{j} & \sim \mathcal{U}(1,11)  \tag{38c}\\
N & =25,  \tag{38d}\\
\lambda_{j}^{I} & \sim \mathcal{U}(0.1,50.1),  \tag{38e}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{38f}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture，$S=10^{6}$ independent and identically distributed（iid）random samples are generated from the original mixture，where $\left\{x_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x)$ ．

One of the mixture density functions generated in the MC simulation along with its reduced approximations with 3 components using three reduction algorithms AKL，SKL and ISE are plotted in Figure 5.


Figure 5．Mixture of Weibull Distribution with known shape $k$ ：A realization of the original mixture density and its approximations are illustrated．The original mixture density（black solid line）and its components（black dashed line）are given．In the sub－figures AKL，SKL and ISE are used to approximate the original mixture which has 25 component densities with mixtures with 3 component densities．The approximate densities（thick dashed lines）and their components（thin dashed line）are drawn in different colors；red（AKL），green（SKL）and blue（ISE）．AKL is used in the left sub－figure，SKL is used in the center sub－figure and ISE is used in the right sub－figure．The reduced mixture in the right sub－figure is not rescaled after possible pruning steps and is plotted as it is used in the ISE algorithm．

The pairwise comparison of the MRAs in the MC simulation is given in Table IV．In Table IV，the difference between MRAs becomes more significant as the number of components in the approximate density decreases．Not surprisingly，ISE performs the best when comparison is done with respect to the ISE．Although AKL uses an upper bound instead of the exact KLD of the original mixture with its approximation，it obtains lower KLD compared to ISE and SKL．AKL obtains lower ISE compared to SKL which confirms that AKL is better MRA compared to SKL for Weibull distribution with known shape． When SKL and ISE are compared with respect to KLD between the original mixture and its approximation，as the reduction aggressiveness increases，the MRA with lower error changes to SKL from ISE．This phenomenon can be attributed to the property ISE has and does not exist in SKL．In the ISE MRA the mixture can be reduced via pruning，whereas in the other two algorithms pruning does not exist．Since the pruning（especially in a multimodal distribution）can significantly remove the probability mass from some regions in the support that had a considerable probability mass，the KLD can tend to infinity． Hence，the SKL can obtain smaller KLD between the original mixture and its approximation．

Table IV
Weibull Distribution with known shape $k$ ：Pairwise comparison of three reduction algorithms with respect to the Kld and ise BETWEEN THE ORIGINAL MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE approximate mixture is shown by M in the left column．The quantity in each element is the decimal logarithm of the p－Value of the two sided Wilcoxon rank sum test．When the difference between the two reduction algorithms is statistically significant （ $p$－VALUE $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | －0．0001－ | －0．0090－ | －0．0093－ | －0．1911－ | －0．0324－ | －0．2358－ |
| 23 | －0．0641－ | －0．0528－ | －0．0112－ | －0．4126－ | －0．0862－ | －0．5625－ |
| 22 | －0．0747－ | －0．2245－ | －0．1224－ | －0．6492－ | －0．2181－ | －1．0729－ |
| 21 | －0．2844－ | －0．0547－ | －0．2028－ | －0．7501－ | －0．2766－ | －1．3150－ |
| 20 | －0．6152－ | －0．4015－ | －0．1470－ | －1．2737－ | －0．2730－ | －1．9845－ |
| 19 | －1．5012－ | －0．0755－ | －1．2792－ | －1．4833－ | －0．3644－ | －2．4514 ■ |
| 18 | －1．2408－ | －0．1939－ | －0．8337－ | －1．6070－ | －0．4440－ | －2．8146 |
| 17 | －1．7868－ | －0．3668－ | －0．9723－ | －1．6660－ | －0．5759－ | －3．2161 $\quad$－ |
| 16 | －2．3510 大 | －0．4892－ | －1．2665－ | －1．6830－ | －0．6268－ | －3．3351 $\quad$ ■ |
| 15 | $-2.3091 \star$ | －0．1783－ | －1．7569－ | －1．7823－ | －0．5735－ | －3．3776 ■ |
| 14 | －2．0010 $\star$ | －0．2371－ | －1．3750－ | －1．6679－ | －0．7693－ | －3．6541■ |
| 13 | －2．4272 太 | －0．2173－ | －1．7742－ | －1．6398－ | －0．9620－ | －3．9383 ■ |
| 12 | －3．6589 $\star$ | －0．2721－ | －2．6384 ■ | －1．8456－ | －1．1062－ | －4．6680 ■ |
| 11 | $-3.1574 \star$ | －0．3915－ | －1．9271－ | －1．4695－ | －1．1391－ | －4．0800 ■ |
| 10 | －3．6981 $\star$ | －0．4811－ | －2．1403 ■ | －1．9347－ | －1．2835－ | －5．0476 ■ |
| 9 | －3．7709 $\star$ | －0．7694－ | －1．5766－ | －2．0866 $\star$ | －1．6311－ | －6．0823 ■ |
| 8 | －4．2196 $\star$ | －1．2522－ | －1．1592－ | $-2.7513 \star$ | －1．7477－ | -7.7040 ■ |
| 7 | $-5.0170 \star$ | -2.0478 ＊ | －0．8010－ | $-3.3091 \star$ | －2．8638 | －10．5665 |
| 6 | －6．3224 太 | －3．7271 $\star$ | －0．3622－ | －4．9958 $\star$ | -5.1138 ■ | －17．2348 |
| 5 | －7．2148 $\star$ | $-6.6388 \star$ | －0．2352－ | －6．4480 $\star$ | －8．5747 ■ | －24．7890 $\square$ |
| 4 | －8．3432 $\star$ | $-11.5138 \star$ | －1．5494－ | －8．7835 $\star$ | －16．5768 | －41．7100 ■ |
| 3 | －11．6261 $\begin{aligned} \text { ® }\end{aligned}$ | －20．0118 ᄎ | －3．5781 | －12．2249 $\begin{aligned} \text { ® }\end{aligned}$ | －30．2593 ■ | －69．4317 ■ |
| 2 | －10．0793 $\star$ | －32．6085 $\downarrow$ | －12．7112 | －8．2912 $\star$ | －56．7129 ■ | －97．0374 ■ |

The average cycle times for MRAs in the MC simulations are given in Figure 6. The ISE is the most costly MRA and SKL is the least costly MRA.


Figure 6. Weibull Distribution: The average cycle time for the mixture reduction algorithms AKL (red), SKL (green) and ISE (blue) is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture. The original density in the simulations has 25 components.
3) Laplace Distribution with known mean $\mu$ : For the $j^{\text {th }}$ MC run the mixture density function $p_{j}(x)$ is selected as

$$
\begin{align*}
p_{j}(x) & =\sum_{I=1}^{N} w_{j}^{I} \operatorname{Laplace}\left(x ; \mu, b_{j}^{I}\right), \text { where, }  \tag{39a}\\
\text { Laplace }(x ; \mu, b) & =\frac{1}{2 b} \exp \left(-\frac{|x-\mu|}{b}\right),  \tag{39b}\\
\mu & =5,  \tag{39c}\\
N & =25  \tag{39d}\\
b_{j}^{I} & \sim \mathcal{U}(0.5,50.5),  \tag{39e}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{39f}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture, $S=10^{6}$ independent and identically distributed (iid) random samples are generated from the original mixture, where $\left\{x_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x)$.

One of the mixture density functions generated in the MC simulation along with its reduced approximations with 3 components using three reduction algorithms AKL, SKL and ISE are plotted in Figure 7.




Figure 7. Mixture of Laplace Distribution with known mean $\mu$ : A realization of the original mixture density and its approximations are illustrated. The original mixture density (black solid line) and its components (black dashed line) are given. In the sub-figures AKL, SKL and ISE are used to approximate the original mixture which has 25 component densities with mixtures with 3 component densities. The approximate densities (thick dashed lines) and their components (thin dashed line) are drawn in different colors; red(AKL), green(SKL) and blue(ISE). AKL is used in the left sub-figure, SKL is used in the center sub-figure and ISE is used in the right sub-figure. The reduced mixture in the right sub-figure is not rescaled after possible pruning steps and is plotted as it is used in the ISE algorithm.

The pairwise comparison of the MRAs in the MC simulation is given in Table V. The simulation result is similar to the exponential distribution as expected; In Table V, the difference between MRAs becomes more significant as the number of components in the approximate density decreases. Not surprisingly, ISE performs the best when comparison is done with respect to the ISE. Although AKL uses an upper bound instead of the exact KLD of the original mixture with its approximation, it

Table V
Laplace Distribution with known mean $\mu$ ：Pairwise comparison of three reduction algorithms with respect to the KLD and ise between the original mixture and the approximate mixture reduced incrementally．The number of remaining components in the approximate mixture is shown by M in the left column．The quantity in each element is the decimal logarithm of the p－Value of THE TWO SIDED WILCOXON RANK SUM TEST．WHEN THE DIFFERENCE BETWEEN THE TWO REDUCTION ALGORITHMS IS STATISTICALLY SIGNIFICANT （ $p$－VALUE $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） |  | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | －0．0962－ | －0．0650－ | －0．0263－ | －0．2372－ | －0．0179－ | －0．2650－ |
| 23 | －0．1997－ | －0．0964－ | －0．0836－ | －0．7021－ | －0．0820－ | －0．8829－ |
| 22 | －0．0586－ | －0．0564－ | －0．0063－ | －1．1175－ | －0．1893－ | －1．5922－ |
| 21 | －0．1331－ | －0．1300－ | －0．0022－ | －1．4195－ | －0．1812－ | －1．9244－ |
| 20 | －0．1152－ | －0．1518－ | －0．2795－ | －1．7599－ | －0．2628－ | －2．5433 ■ |
| 19 | －0．0151－ | －0．0388－ | －0．0175－ | -2.3642 ＊ | －0．3088－ | －3．4407 |
| 18 | －0．0015－ | －0．2135－ | －0．1802－ | $-3.0355 \star$ | －0．4348－ | －4．6073 ■ |
| 17 | －0．0173－ | －0．1325－ | －0．1439－ | -2.8340 ћ | －0．4797－ | －4．4775 |
| 16 | －0．0338－ | －0．0247－ | －0．0185－ | －3．4486 $\star$ | －0．4746－ | －5．2695 ■ |
| 15 | －0．1529－ | －0．1606－ | －0．0038－ | $-4.0804 \star$ | －0．4296－ | －5．9451 ■ |
| 14 | －0．7908－ | －0．5748－ | －0．1168－ | -4.0948 太 | －0．5483－ | －6．3319 ■ |
| 13 | －1．1292－ | －0．6289－ | －0．2622－ | －3．1211 $\star$ | －0．7468－ | -5.7828 ■ |
| 12 | －2．9637 大 | －1．2281－ | －0．8113－ | $-3.1443 \star$ | －0．9489－ | －6．3642 |
| 11 | －5．1150 太 | －0．9568－ | -2.3108 ■ | －3．0705 $\star$ | －0．7493－ | －5．6555 $\quad$ |
| 10 | －9．2361 $\star$ | $-2.5652 \star$ | －2．8147 | $-2.6958 \star$ | －0．9498－ | －5．7725 ■ |
| 9 | －15．6072 $\star$ | －4．4253 $\star$ | －4．3395 ■ | －1．9665－ | －1．2768－ | －5．3992 ■ |
| 8 | －25．0252 $\begin{aligned} & \text {＊}\end{aligned}$ | －5．7353 大 | －7．9421 | －1．5576－ | －1．4513－ | －4．9538 |
| 7 | －29．8030 $\star$ | －6．7014 大 | －9．4515 ■ | －1．8908－ | －1．4373－ | －5．6010 |
| 6 | －27．9109 $\star$ | －8．1227 $\star$ | －6．8745 $\square$ | －1．0099－ | －1．6142－ | －4．2521 |
| 5 | －32．0328 太 | －7．4151 $\star$ | －9．5161 ■ | －0．9609－ | －1．6796－ | －4．3043 ■ |
| 4 | －31．0722 $\star$ | －5．3634 $\star$ | －12．5938 ■ | －1．4256－ | －1．6284－ | －5．1172 ■ |
| 3 | －40．6181 $\star$ | －5．1522 $\star$ | －18．2919 | －1．2883－ | －1．9317－ | －5．4725 $\square$ |
| 2 | －31．6808 $\star$ | －3．3114 $\star$ | －15．8921 | $-2.8625 \star$ | －0．8027－ | -5.6460 ■ |

obtains lower KLD compared to ISE and SKL．AKL has the best overall performance，whereas SKL has the worst performance in all four pairwise comparisons it is being compared．
The average cycle times for MRAs in the MC simulations are given in Figure 8．The ISE is the most costly MRA and SKL is the least costly MRA．


Figure 8．Laplace Distribution with known mean $\mu$ ：The average cycle time for the mixture reduction algorithms AKL（red），SKL（green）and ISE（blue）is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture．The original density in the simulations has 25 components．
4) Rayleigh Distribution : For the $j^{\text {th }}$ MC run the mixture density function $p_{j}(x)$ is selected as

$$
\begin{align*}
p_{j}(x) & =\sum_{I=1}^{N} w_{j}^{I} \operatorname{Rayleigh}\left(x ; \sigma_{j}^{I}\right), \text { where, }  \tag{40a}\\
\operatorname{Rayleigh}(x ; \sigma) & =\frac{x}{\sigma^{2}} \exp \left(-\frac{x^{2}}{2 \sigma^{2}}\right),  \tag{40b}\\
N & =25,  \tag{40c}\\
\sigma_{j}^{I} & \sim \mathcal{U}(0.5,10.5),  \tag{40d}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{40e}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture, $S=10^{6}$ independent and identically distributed (iid) random samples are generated from the original mixture, where $\left\{x_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x)$.

One of the mixture density functions generated in the MC simulation along with its reduced approximations with 3 components using three reduction algorithms AKL, SKL and ISE are plotted in Figure 9.




Figure 9. Mixture of Rayleigh Distribution: A realization of the original mixture density and its approximations are illustrated. The original mixture density (black solid line) and its components (black dashed line) are given. In the sub-figures AKL, SKL and ISE are used to approximate the original mixture which has 25 component densities with mixtures with 3 component densities. The approximate densities (thick dashed lines) and their components (thin dashed line) are drawn in different colors; red(AKL), green(SKL) and blue(ISE). AKL is used in the left sub-figure, SKL is used in the center sub-figure and ISE is used in the right sub-figure. The reduced mixture in the right sub-figure is not rescaled after possible pruning steps and is plotted as it is used in the ISE algorithm.

The pairwise comparison of the MRAs in the MC simulation is given in Table VI. In Table VI, the difference between MRAs becomes more significant as the number of components in the approximate density decreases. Not surprisingly, ISE performs the best when comparison is done with respect to the ISE. Although AKL uses an upper bound instead of the exact KLD of the original mixture with its approximation, it obtains lower KLD compared to ISE and SKL. AKL has the best overall performance, whereas SKL has the worst performance in all four pairwise comparisons it is being compared.
The average cycle times for MRAs in the MC simulations are given in Figure 10. The ISE is the most costly MRA and SKL is the least costly MRA.


Figure 10. Rayleigh Distribution: The average cycle time for the mixture reduction algorithms AKL (red), SKL (green) and ISE (blue) is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture. The original density in the simulations has 25 components.

Table VI
RAyLEIGH DISTRIBUTION：PAIRWISE COMPARISON OF THREE REDUCTION ALGORITHMS WITH RESPECT TO THE KLD AND ISE BETWEEN THE ORIGINAL MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE APPROXIMATE MIXTURE IS SHOWN BY M IN THE LEFT COLUMN．THE QUANTITY IN EACH ELEMENT IS THE DECIMAL LOGARITHM OF THE $p$－VALUE OF THE TWO Sided Wilcoxon rank sum test．When the difference between the two reduction algorithms is statistically significant（ $p$－VALUE $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（＊）－SKL（ ${ }^{\text {（ }}$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ ）－ISE（■） | AKL（ $\star$ ）－SKL（ ${ }^{\text {（ }}$ ） | AKL（＊）－ISE（■） | SKL（ ）－ISE（■） |
| 24 | －0．1626－ | －0．1794－ | －0．0124－ | －0．1774－ | －0．0352－ | －0．2258－ |
| 23 | －0．0010－ | －0．0538－ | －0．0562－ | －0．5656－ | －0．1577－ | －0．8712－ |
| 22 | －0．0768－ | －0．2913－ | －0．3825－ | －1．2550－ | －0．2280－ | －1．8394－ |
| 21 | －0．0964－ | －0．0770－ | －0．1835－ | －1．4594－ | －0．2569－ | －2．1556 $\square$ |
| 20 | －0．2526－ | －0．0286－ | －0．2859－ | -2.1461 大 | －0．4131－ | －3．4445 $\square$ |
| 19 | －0．2112－ | －0．1637－ | －0．0351－ | －3．7503 大 | －0．4156－ | －5．4295 |
| 18 | －0．1636－ | －0．1713－ | －0．0038－ | －4．9468 大 | －0．5570－ | $-7.3597 \square$ |
| 17 | －0．2893－ | －0．3353－ | －0．0423－ | -5.5607 大 | －0．5425－ | －8．1421 |
| 16 | －1．8478－ | －0．7208－ | －0．5971－ | -5.5612 大 | －0．7415－ | －8．8638 |
| 15 | －1．7299－ | －0．9307－ | －0．3843－ | －5．7804 大 | －0．8536－ | －9．4606 |
| 14 | －2．7756 大 | －0．6957－ | －1．2247－ | －7．1727 大 | －0．8813－ | －11．4796 $\square$ |
| 13 | －6．4301 大 | －1．6853－ | －2．0795 | -6.4333 大 | －1．2790－ | －11．7961 $\square$ |
| 12 | -10.1006 ＊ | -3.7478 大 | －2．2290 $\square$ | -6.8267 t | －1．2241－ | －12．0098 $\square$ |
| 11 | -14.7225 大 | -2.4877 t | $-5.9618 \square$ | -8.7181 大 | －0．9841－ | －13．8364 $\square$ |
| 10 | $-17.3903 \star$ | -3.0891 t | －6．7822 $\square$ | -7.8278 大 | －1．3538－ | －14．0045 $\square$ |
| 9 | －25．2586 $\star$ | －3．9180 大 | －10．3622 | －8．6619 大 | －1．3713－ | －15．4868 $\square$ |
| 8 | －28．4945 $\star$ | -6.4986 t | －8．8325 | －8．6525 大 | －1．7343－ | －16．4593 $\square$ |
| 7 | －30．8952＊ | －4．2157 大 | －14．3242 $\square$ | －9．0076 $\star$ | －1．6616－ | －16．7751 $\square$ |
| 6 | －30．9283＊ | －3．002＊ | －16．3437 | －8．1166 大 | －1．7301－ | －15．9721 |
| 5 | $-32.6869 \star$ | -2.7005 ＊ | －18．1820 | －8．0696 大 | －1．3293－ | －14．9522 $\square$ |
| 4 | －26．8932 大 | －2．0226 大 | －15．9112 | -6.6795 大 | －1．1010－ | －12．2188 $\square$ |
| 3 | －34．2745 $\star$ | －1．4270－ | －23．4657 | －10．6730 $\star$ | －1．1537－ | －17．0686 $\square$ |
| 2 | －29．4471 $\star$ | －0．9209－ | －20．7546 | $-17.5143 \star$ | －0．2132－ | －20．5881 |

5）Log－normal Distribution：For the $j^{\text {th }}$ MC run the mixture density function $p_{j}(x)$ is selected as

$$
\begin{align*}
p_{j}(x) & =\sum_{I=1}^{N} w_{j}^{I} \log -\mathcal{N}\left(x ; \mu_{j}^{I}, \sigma_{j}^{I}\right), \text { where, }  \tag{41a}\\
\log -\mathcal{N}(x ; \mu, \sigma) & =\frac{1}{x \sigma \sqrt{2 \pi}} \exp \left(-\frac{1}{2 \sigma^{2}}(\log x-\mu)^{2}\right),  \tag{41b}\\
N & =25,  \tag{41c}\\
\mu_{j}^{I} & \sim \mathcal{U}(0,10),  \tag{41d}\\
\left(\sigma_{j}^{I}\right)^{2} & \sim \mathcal{U}\left(10^{-5}, 10^{-1}\right),  \tag{41e}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{41f}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture，$S=10^{6}$ independent and identically distributed（iid）random samples are generated from the original mixture，where $\left\{x_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x)$ ．
One of the mixture density functions generated in the MC simulation along with its reduced approximations with 3 components using three reduction algorithms AKL，SKL and ISE are plotted in Figure 11.

The pairwise comparison of the MRAs in the MC simulation is given in Table VII．Not surprisingly，ISE performs the best when comparison is done with respect to the ISE．Although AKL uses an upper bound instead of the exact KLD of the original mixture with its approximation，it obtains lower KLD compared to ISE．When SKL and ISE are compared with respect to KLD between the original mixture and its approximation the SKL obtains lower KLD value which can be attributed to the property ISE has and does not exist in SKL．In the ISE the mixture can be reduced via pruning，whereas in the other two algorithms pruning does not exist．Since the pruning can remove the probability mass from some regions in the support that had a considerable probability mass，the KLD can tend to infinity．Hence，the SKL can obtain smaller KLD between the original mixture and its approximation．Also，the log－normal mixture densities of this simulation have large spread over the support compared to other densities which will further amplify the sensitivity to pruning．Although AKL seems to have a better overall performance compared to SKL with respect to KLD，the best MRA switches back and forth for different reduction aggressiveness which undermines the quantitative evaluation．

The average cycle times for MRAs in the MC simulations are given in Figure 12．The ISE is the most costly MRA and SKL is the least costly MRA．




Figure 11．Mixture of Log－normal Distribution：A realization of the original mixture density and its approximations are illustrated．The original mixture density（black solid line）and its components（black dashed line）are given．In the sub－figures AKL，SKL and ISE are used to approximate the original mixture which has 25 component densities with mixtures with 3 component densities．The approximate densities（thick dashed lines）and their components（thin dashed line）are drawn in different colors；red（AKL），green（SKL）and blue（ISE）．AKL is used in the left sub－figure，SKL is used in the center sub－figure and ISE is used in the right sub－figure．The reduced mixture in the right sub－figure is not rescaled after possible pruning steps and is plotted as it is used in the ISE algorithm．The x －axis is in the logarithmic scale to enhance the illustration．

Table VII
Log－normal Distribution：Pairwise comparison of three reduction algorithms with respect to the KLD and ISE between the ORIGINAL MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE APPROXIMATE mixture is shown by M in the left column．The quantity in each element is the decimal logarithm of the p－value of the two sided Wilcoxon rank sum test．When the difference between the two reduction algorithms is statistically significant（ $p$－Value $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ ${ }_{\text {（ }}$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ ＊）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（ ${ }_{\text {（ }}$ ） |
| 24 | －0．6145－ | －1．8341－ | －0．7144－ | －0．3846－ | －48．0554 ■ | －52．6655 |
| 23 | －1．2480－ | －7．4887 大 | －3．8385 | －1．0664－ | －106．1949 ■ | －117．0927 |
| 22 | －2．3871 $\star$ | －12．8058 $\star$ | －5．9990 | －1．2884－ | －170．8586 | －181．3566 |
| 21 | －3．6242 大 | －18．8469 太 | －8．6582 | －2．1512 $\star$ | －196．1066 ■ | －206．9163 ■ |
| 20 | －4．9855 大 | －23．0318 大 | －9．6055 | －2．1449 $\star$ | －225．1425 | －231．1083 |
| 19 | －10．1000 $\star$ | －33．4158 大 | －11．9344 | $-2.5868 \star$ | －241．8211 $\square^{\text {■ }}$ | －251．9255 |
| 18 | －8．3365 大 | －39．6197 ћ | －17．5483 | －3．2056 $\star$ | －256．5586 ■ | －266．4581 |
| 17 | －8．8301 大 | －49．7039 $\star$ | －24．8908 | －2．7108 $\star$ | －262．3280 ■ | －273．6369 ■ |
| 16 | －7．2943 $\star$ | －57．0799 $\star$ | －32．6845 | $-2.7288 \star$ | －271．4055 $\quad$ | －277．0616 |
| 15 | $-10.0311 \star$ | －64．8991 $\star$ | －35．6211 | －3．0195 $\star$ | －275．1351 ■ | －278．4623 ■ |
| 14 | －11．5418 $\star$ | －75．5506 $\star$ | －42．5355 | －3．4414 $\star$ | －279．8285 ■ | －282．7999 |
| 13 | －7．8877 大 | －79．4361 大 | －52．5541 | －2．7176 $\star$ | －279．6990 ■ | －282．9228 |
| 12 | －4．8917 $\star$ | －89．7251 $\star$ | －68．5670 | －0．7825－ | －280．5910 ■ | －274．5060 $\square$ |
| 11 | －2．6310 $\star$ | －95．6595 $\star$ | －80．0980 | －1．1485－ | －278．9853 ■ | －266．3671 $\square$ |
| 10 | －1．3197－ | －116．0848 $\star$ | －107．3736 | －0．3856－ | －272．4362 ■ | －263．6656 |
| 9 | －0．0612－ | －141．1819 $\star$ | －141．9355 | －0．2965－ | －262．1799 ■ | －249．7839 $\square$ |
| 8 | －0．9060－ | $-174.3024 \star$ | －181．0961 | －0．2002－ | －251．6548 ■ | －233．1286 $\square$ |
| 7 | －3．8672 | －184．4788 $\star$ | －198．6944 | －0．4324－ | －242．4126 | －224．8731 $\square$ |
| 6 | －1．6439－ | $-207.6271 \star$ | －215．4164 | －0．0984－ | －225．6450 | －212．8376 ${ }_{\text {■ }}$ |
| 5 | －0．0173－ | $-238.3513 \star$ | －239．7716 | －0．1921－ | －210．3870 ■ | －195．4918 $\square$ |
| 4 | －0．1303－ | －249．5171 $\star$ | －250．7162 | －0．1909－ | －216．5991 ■ | －195．0157 |
| 3 | －0．1598－ | $-258.9098 \star$ | －257．0986 | －0．3233－ | －199．0075 | －184．6611 |
| 2 | －6．5654 大 | -276.4668 ћ | －270．1903 | －1．0341－ | －184．6181 | －172．3660 |

6）Gamma Distribution：For the $j^{\text {th }}$ MC run the mixture density function $p_{j}(x)$ is selected as

$$
\begin{align*}
p_{j}(x) & =\sum_{I=1}^{N} w_{j}^{I} \operatorname{Gamma}\left(x ; \alpha_{j}^{I}, \beta_{j}^{I}\right), \text { where, }  \tag{42a}\\
\operatorname{Gamma}(x ; \alpha, \beta) & =\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} \exp (-\beta x),  \tag{42b}\\
N & =25,  \tag{42c}\\
\alpha_{j}^{I} & \sim \mathcal{U}(10,60),  \tag{42d}\\
\beta_{j}^{I} & \sim \mathcal{U}(1,11),  \tag{42e}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{42f}
\end{align*}
$$



Figure 12. Log-normal Distribution: The average cycle time for the mixture reduction algorithms AKL (red), SKL (green) and ISE (blue) is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture. The original density in the simulations has 25 components.

For numerical calculation of the KLD between the original mixture and the approximate mixture, $S=10^{6}$ independent and identically distributed (iid) random samples are generated from the original mixture, where $\left\{x_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x)$.

One of the mixture density functions generated in the MC simulation along with its reduced approximations with 3 components using three reduction algorithms AKL, SKL and ISE are plotted in Figure 13.




Figure 13. Mixture of Gamma Distribution: A realization of the original mixture density and its approximations are illustrated. The original mixture density (black solid line) and its components (black dashed line) are given. In the sub-figures AKL, SKL and ISE are used to approximate the original mixture which has 25 component densities with mixtures with 3 component densities. The approximate densities (thick dashed lines) and their components (thin dashed line) are drawn in different colors; red(AKL), green(SKL) and blue(ISE). AKL is used in the left sub-figure, SKL is used in the center sub-figure and ISE is used in the right sub-figure. The reduced mixture in the right sub-figure is not rescaled after possible pruning steps and is plotted as it is used in the ISE algorithm.

The pairwise comparison of the MRAs in the MC simulation is given in Table VIII. Not surprisingly, ISE performs the best when comparison is done with respect to the ISE. AKL outperforms SKL in terms of ISE. All three MRAs are nearly equal with respect to KLD. The superior performance of SKL and AKL compared to ISE at very aggressive reductions can be again attributed to the pruning in the ISE approach. Although ISE seems to have a better overall performance compared to SKL and AKL with respect to KLD, the best MRA for a given application scenario should be selected based on the reduction aggressiveness used in the application.

The average cycle times for MRAs in the MC simulations are given in Figure 14. The ISE is the most costly MRA and SKL is the least costly MRA.

Gamma Distribution：Pairwise comparison of three reduction algorithms with respect to the kLd and ise between the original MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE APPROXIMATE MIXTURE IS SHOWN BY M IN THE LEFT COLUMN．THE QUANTITY IN EACH ELEMENT IS THE DECIMAL LOGARITHM OF THE $p$－VALUE OF THE TWO SIDED WILCOXON RANK SUM TEST．WHEN THE DIFFERENCE BETWEEN THE TWO REDUCTION ALGORITHMS IS STATISTICALLY SIGNIFICANT（ $p$－VALUE $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | －0．0116－ | －1．8503－ | －1．6496－ | －1．5323－ | －40．0138 ■ | －48．6233 ■ |
| 23 | －0．4329－ | －6．9135 ■ | －8．5306 $\square^{\text {■ }}$ | -5.5893 大 | －95．9699 | －125．4864 |
| 22 | －3．2114 $\star$ | －9．3560 | －21．8774 | $-10.6424 \star$ | －151．9538 | －198．2572 |
| 21 | －4．6637 $\star$ | －24．7910 | －45．5473 | －12．8846 $\star$ | －203．9425 ■ | －253．1017 |
| 20 | －5．9074 $\star$ | －52．1545 | －79．6209 | －16．4626 $\star$ | －247．2897 | －303．5774 |
| 19 | －11．2733 太 | －73．0209－ | －123．6302 | -25.9890 ћ | －281．2977 | ＜－307．6527 |
| 18 | －12．7018 $\star$ | －88．6692 | －147．0561 $\quad$ | －28．3463 $\star$ | －302．9424 $\square$ | ＜－307．6527 |
| 17 | －12．6835 $\begin{aligned} & \text { ® }\end{aligned}$ | －111．6754 | －166．8307 | －33．8601 $\begin{aligned} & \text { ® }\end{aligned}$ | ＜－307．6527 | $<-307.6527$ ■ |
| 16 | －17．7109 $\star$ | －129．2479 ■ | －198．3828 | －39．1269 大 | ＜－307．6527 | ＜－307．6527 |
| 15 | $-15.6675 \star$ | －136．5161 $\square$ | －197．7399 ■ | －36．7544 $\star$ | ＜－307．6527 ■ | ＜－307．6527 |
| 14 | －10．5037 ᄎ | －141．9135 $\square$ | －190．2602 ■ | －29．8205 太 | ＜－307．6527 ■ | ＜－307．6527 |
| 13 | －10．1705 太 | －144．1915 | －193．5019－ | －33．5294 $\begin{aligned} & \text { t }\end{aligned}$ | ＜－307．6527 | ＜－307．6527 |
| 12 | －8．8186 ћ | －128．8481 | －173．6689 ■ | －35．6342 $\begin{aligned} & \text { ® }\end{aligned}$ | ＜－307．6527 | ＜－307．6527 |
| 11 | $-5.5186 \star$ | －107．6806 | －134．8406 | $-26.1707 \star$ | ＜－307．6527 ■ | ＜－307．6527 |
| 10 | $-4.0233 \star$ | －83．6869 ■ | －104．4692 | $-23.5590 \star$ | ＜－307．6527 ■ | ＜－307．6527 |
| 9 | －1．7330－ | －45．3637 ■ | －53．6469 ■ | －18．6183 $\star$ | －272．6245 ■ | ＜－307．6527 ■ |
| 8 | －0．8745－ | －21．5054 | －15．9153 | －14．2856 太 | －213．3631 $\quad$－ | －254．8639 ■ |
| 7 | －8．1100 | －4．4342 | －0．0398－ | －8．7902 $\star$ | －144．4376 | －183．3693 ■ |
| 6 | －11．7983 | －0．3895－ | －8．0615 | $-14.3916 \star$ | －91．2397 | －144．8587 ■ |
| 5 | －14．0106 | －9．4543 $\star$ | －29．0700 | －21．0804 $\star$ | －79．8080 ■ | －146．3293 ■ |
| 4 | －17．8780 | －35．8601 $\star$ | －68．2808 | －23．2754 $\star$ | －96．8229 ■ | －163．9219 |
| 3 | －15．5479 | －91．9389 $\star$ | －123．9708 | －22．4523 $\star$ | －132．7415 ${ }_{\text {■ }}$ | －199．4006 |
| 2 | －8．1596 | －169．5987 ћ | －194．1892 | －5．3108 太 | －105．5927 | －129．3457 |



Figure 14．Gamma Distribution：The average cycle time for the mixture reduction algorithms AKL（red），SKL（green）and ISE（blue）is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture．The original density in the simulations has 25 components．

7）Inverse Gamma Distribution：For the $j^{\text {th }}$ MC run the mixture density function $p_{j}(x)$ is selected as

$$
\begin{align*}
p_{j}(x) & =\sum_{I=1}^{N} w_{j}^{I} \operatorname{IGamma}\left(x ; \alpha_{j}^{I}, \beta_{j}^{I}\right), \text { where, }  \tag{43a}\\
\operatorname{IGamma}(x ; \alpha, \beta) & =\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{-\alpha-1} \exp \left(-\frac{\beta}{x}\right),  \tag{43b}\\
N & =25,  \tag{43c}\\
\alpha_{j}^{I} & \sim \mathcal{U}(5,25),  \tag{43d}\\
\beta_{j}^{I} & \sim \mathcal{U}(1,10),  \tag{43e}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{43f}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture，$S=10^{6}$ independent and identically distributed（iid）random samples are generated from the original mixture，where $\left\{x_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x)$ ．

One of the mixture density functions generated in the MC simulation along with its reduced approximations with 3 components using three reduction algorithms AKL，SKL and ISE are plotted in Figure 15.




Figure 15．Mixture of Inverse Gamma Distribution：A realization of the original mixture density and its approximations are illustrated．The original mixture density（black solid line）and its components（black dashed line）are given．In the sub－figures AKL，SKL and ISE are used to approximate the original mixture which has 25 component densities with mixtures with 3 component densities．The approximate densities（thick dashed lines）and their components（thin dashed line）are drawn in different colors；red（AKL），green（SKL）and blue（ISE）．AKL is used in the left sub－figure，SKL is used in the center sub－figure and ISE is used in the right sub－figure．The reduced mixture in the right sub－figure is not rescaled after possible pruning steps and is plotted as it is used in the ISE algorithm．

The pairwise comparison of the MRAs in the MC simulation is given in Table IX．Not surprisingly，ISE performs the best when comparison is done with respect to the ISE．Similar to the gamma mixture densities，the best MRA for an application should be selected based on the reduction aggressiveness used in the application．ISE outperforms AKL and SKL even in terms of KLD between the original mixture and its approximate density．SKL is just a heuristic，while ISE approach for inverse gamma mixture densities can be evaluated analytically and the only approximation in this approach is due to the greedy implementation of it．In contrast，the AKL approach involves two approximations；the first approximation is due to the fact that AKL uses an upper bound on the KLD instead of its exact values and the second approximation is due to the greedy implementation of the reduction algorithm．

Table IX
Inverse Gamma Distribution：Pairwise comparison of three reduction algorithms with respect to the Kld and ise between the ORIGINAL MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE APPROXIMATE mixture is shown by M in the left column．The quantity in each element is the decimal logarithm of the p－Value of the two sided Wilcoxon rank sum test．When the difference between the two reduction algorithms is statistically significant（ $p$－value
$<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－vALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL $(\downarrow)$ | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | －0．1609－ | －0．5311－ | －0．8694－ | －1．2329－ | －26．2719 ■ | －33．3529 ■ |
| 23 | －0．7481－ | －2．8188 $\square_{\text {■ }}$ | －5．0582 | －2．4316＊ | －71．3995 | －86．0777 |
| 22 | －0．4179－ | －3．3223 $\square$ | －4．1833 $\quad$ | -5.5649 ＊ | －94．8292 | －120．1208 |
| 21 | －1．5796－ | －6．1442 ${ }_{\text {■ }}$ | －11．8481 | －5．0535 太 | －135．4587 | －157．1068 |
| 20 | －3．7353 $\star$ | －9．7132 ${ }_{\text {■ }}$ | －22．6727 | －7．7211 太 | －157．1496 | －186．4425 |
| 19 | －3．1680 $\star$ | －20．8785 | －34．8160 | －8．7032 太 | －183．9012 | －209．0102 |
| 18 | －5．0317 $\star$ | －33．7120 $\quad$－ | －55．9494 | －11．1149 ネ | －188．4699 $\square_{\text {－}}$ | －228．4490 ■ |
| 17 | －8．0720 $\star$ | －49．8177 ■ | －83．1881 | -10.3933 ォ | －206．9608 | －235．3128 |
| 16 | －8．1754 $\star$ | －62．2370 $\quad$ | －95．7452 | －10．6356＊ | －217．1249 ■ | －246．6769 ■ |
| 15 | －9．4291 $\star$ | －74．9577 ■ | －112．7746 ■ | $-10.2575 \star$ | －225．4618 ■ | －252．3691■ |
| 14 | －10．4917 $\star$ | －86．4313 ■ | －122．5594 ■ | －13．0344 $\star$ | －224．3687 ■ | －259．2674 ■ |
| 13 | －10．0456 $\star$ | －95．7361 ${ }^{\text {■ }}$ | －129．8104 | －11．8534 $\star$ | －227．2092 | －251．4698 |
| 12 | －9．6704 ネ | －99．1614 | －135．8530 $\quad$－ | －11．2544 ᄎ | －230．9819 $\quad$－ | －254．5023 |
| 11 | $-5.2657 \star$ | －108．8319 ■ | －134．6433 | －7．9139 $\star$ | －225．2311 | －248．8233 ■ |
| 10 | －5．3124 $\star$ | －96．7942 ■ | －120．2859 ■ | -7.9953 ＊ | －215．7203 ■ | －235．4470 ■ |
| 9 | －4．3765 $\star$ | －86．7625 | －106．2182 ■ | －6．6277 $\star$ | －191．0635 | －212．9594 $\quad$ |
| 8 | －2．0210 太 | －70．4941 | －81．5947 $\quad$－ | －4．5170 太 | －164．1391 $\square^{-1}$ | －182．8441 |
| 7 | －0．4355－ | －45．9892 | －50．4595 | -2.3818 ћ | －137．8935 | －153．1023 $\quad$ |
| 6 | －1．1359－ | －30．3020 | －23．4249 | －0．5178－ | －95．4391 | －102．3420 |
| 5 | －4．2514 | －19．4156 ■ | －8．0275 ■ | －0．5169－ | －66．4868 ■ | －58．5799 ■ |
| 4 | －7．4272 | －14．7045 ■ | －2．8237 ■ | －1．6759－ | －47．6291 ■ | －36．3498 |
| 3 | －12．3307 | －8．1202 | －0．2079－ | －9．8105 | －56．5208 | －21．9279 |
| 2 | －10．0884 | －1．2262－ | －2．8988 | －13．8318 | －43．7782 | －9．9918 |

The average cycle times for MRAs in the MC simulations are given in Figure 16．The ISE is the most costly MRA and SKL is the least costly MRA．


Figure 16. Inverse Gamma Distribution: The average cycle time for the mixture reduction algorithms AKL (red), SKL (green) and ISE (blue) is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture. The original density in the simulations has 25 components.
8) Univariate Gaussian Distribution: For the $j^{\text {th }}$ MC run the mixture density function $p_{j}(x)$ is selected as

$$
\begin{align*}
p_{j}(x) & =\sum_{I=1}^{N} w_{j}^{I} \mathcal{N}\left(x ; \mu_{j}^{I},\left(\sigma_{j}^{I}\right)^{2}\right), \text { where, }  \tag{44a}\\
\mathcal{N}\left(x ; \mu, \sigma^{2}\right) & =\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-\frac{1}{2 \sigma^{2}}(x-\mu)^{2}\right),  \tag{44b}\\
N & =25,  \tag{44c}\\
\mu_{j}^{I} & \sim \mathcal{U}(0,100),  \tag{44d}\\
\left(\sigma_{j}^{I}\right)^{2} & \sim \mathcal{U}(0.05,4.05),  \tag{44e}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{44f}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture, $S=10^{6}$ independent and identically distributed (iid) random samples are generated from the original mixture, where $\left\{x_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x)$.

One of the mixture density functions generated in the MC simulation along with its reduced approximations with 3 components using three reduction algorithms AKL, SKL and ISE are plotted in Figure 17.




Figure 17. Mixture of Univariate Gaussian Distribution: A realization of the original mixture density and its approximations are illustrated. The original mixture density (black solid line) and its components (black dashed line) are given. In the sub-figures AKL, SKL and ISE are used to approximate the original mixture which has 25 component densities with mixtures with 3 component densities. The approximate densities (thick dashed lines) and their components (thin dashed line) are drawn in different colors; red(AKL), green(SKL) and blue(ISE). AKL is used in the left sub-figure, SKL is used in the center sub-figure and ISE is used in the right sub-figure. The reduced mixture in the right sub-figure is not rescaled after possible pruning steps and is plotted as it is used in the ISE algorithm.

The pairwise comparison of the MRAs in the MC simulation is given in Table X. Not surprisingly, ISE performs the best when comparison is done with respect to the ISE. Although AKL uses an upper bound instead of the exact KLD of the original mixture with its approximation, it obtains lower KLD compared to ISE and SKL especially at increased reduction aggressiveness which is where the reduction algorithms are mostly used. AKL obtains lower ISE compared to SKL which confirms that AKL is better MRA compared to SKL for Gaussian mixtures. When SKL and ISE are compared with respect to KLD between the original mixture and its approximation, as the reduction aggressiveness increases, the MRA with lower error changes to SKL from ISE. This phenomenon can be attributed to the property ISE has and does not exist in SKL. In the

ISE the mixture can be reduced via pruning，whereas in the other two algorithms pruning does not exist．Since the pruning can significantly remove the probability mass from some regions in the support that had a considerable probability mass，the KLD can tend to infinity．Hence，the SKL can obtain smaller KLD between the original mixture and its approximation．

Table X
Univariate Gaussian Distribution：Pairwise comparison of three reduction algorithms with respect to the KLD and ISE between THE ORIGINAL MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE
approximate mixture is shown by M in the left column．The quantity in each element is the decimal logarithm of the p－Value of the two sided Wilcoxon rank sum test．When the difference between the two reduction algorithms is statistically significant （ $p$－VALUE $<1 \%$ ）THE SYMbOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | －0．4332－ | －5．2890 ■ | －7．3009 ■ | －0．9522－ | －9．6273 ■ | －13．9983 ■ |
| 23 | －0．8665－ | －17．9044 | －23．4943 ■ | -2.5838 ＊ | -23.5852 － | －36．0395 |
| 22 | －1．0764－ | －26．1343 ■ | －33．5425 $\quad$ | －3．7856 $\star$ | －33．8329 ■ | －51．8804 |
| 21 | －1．4102－ | －30．7829 | －40．7042 ■ | －5．3755 $\star$ | －42．6739 ■ | －68．1350 |
| 20 | －1．4697－ | －29．7295 | －38．4395 | －6．9623＊ | －53．7073 ■ | －83．0968 |
| 19 | －1．1190－ | －23．4374 | －28．5975 | －7．1881 太 | －57．4235 | －86．8187 |
| 18 | －0．0766－ | －12．3330 | －11．9444 | －4．8056 $\star$ | －61．2641 | －82．1202 |
| 17 | －0．0859－ | －3．1319 ■ | －3．2897 ■ | -6.4831 ћ | －64．4430 ■ | －95．3588 |
| 16 | －0．1969－ | －1．0359－ | －1．1656－ | －6．3125 $\star$ | －70．7273 ■ | －100．8065 |
| 15 | －0．5537－ | －9．4699＊ | －10．3523 | －7．0545 $\star$ | －74．6596 | －108．7929 ■ |
| 14 | －0．8800－ | $-23.8219 \star$ | －26．7078 | －5．7127 $\star$ | －79．2093 ■ | －110．4159 ■ |
| 13 | －1．7890－ | －45．5494 $\star$ | －51．4026 | －5．1574 $\star$ | －86．1219 | －115．3644 |
| 12 | －0．5516－ | －77．6616 $\star$ | －79．9074 | －8．2813 $\star$ | －91．7188 | －124．1990 $\quad$ |
| 11 | －0．1579－ | －106．3933 $\star$ | －102．5797 | －12．0241 ћ | －95．6732 | －137．6829 ■ |
| 10 | －1．3398－ | －124．2827 $\star$ | －114．1771 | －17．4090 $\star$ | －101．1150 ■ | －154．7190 |
| 9 | －5．9391 $\star$ | －153．7178 太 | －130．4077 | －28．0047 $\star$ | －102．8061 ■ | －180．1624 ■ |
| 8 | －17．7850 ᄎ | －176．8338 太 | －140．6988 | －39．7180 $\begin{aligned} & \text {＊}\end{aligned}$ | －104．5158 | －193．1350 $\square_{\text {－}}$ |
| 7 | －39．5323 ネ | －200．2816 $\star$ | －143．1803 | －60．3924 太 | －106．3392 | －220．6487 |
| 6 | －70．2568 ᄎ | －210．7818 $\star$ | －132．8848 | －77．3235 ћ | －103．1100 | －232．5035 $\quad$ |
| 5 | －112．2149＊ | －200．8386＊ | －96．7024 | －97．9758 ＊ | －89．5019 ■ | －245．8193 ■ |
| 4 | －148．4252 大 | －178．4029 $\star$ | －59．1499 | －104．0632 $\star$ | －71．0769 ■ | －240．2691■ |
| 3 | －151．9499 ᄎ | －150．8297 ᄎ | －38．0336 | －69．7368 太 | －54．7892 | －193．8287 |
| 2 | －98．9634 $\downarrow$ | －109．4630 $\downarrow$ | －27．7333 | $-25.3379 \star$ | －19．1444 | －83．3154 |

The average cycle times for MRAs in the MC simulations are given in Figure 18．The ISE is the most costly MRA and SKL is the least costly MRA．


Figure 18．Univariate Gaussian Distribution：The average cycle time for the mixture reduction algorithms AKL（red），SKL（green）and ISE（blue）is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture．The original density in the simulations has 25 components．

9）Multivariate Gaussian Distribution：For the $j^{\text {th }}$ MC run the mixture density function $p_{j}(x)$ is selected as

$$
\begin{align*}
p_{j}(x) & =\sum_{I=1}^{N} w_{j}^{I} \mathcal{N}\left(x ; m_{j}^{I}, P_{j}^{I}\right), \text { where },  \tag{45a}\\
\mathcal{N}(x ; m, P) & =(2 \pi)^{-\frac{k}{2}}|P|^{-\frac{1}{2}} \exp \left(-\frac{1}{2}(x-m)^{\mathrm{T}} P^{-1}(x-m)\right),  \tag{45b}\\
N & =25,  \tag{45c}\\
m_{j}^{I} & =\left[m_{j, 1}^{I}, m_{j, 2}^{I}\right]^{\mathrm{T}} \text { and } m_{j, 1}^{I}, m_{j, 2}^{I} \sim \mathcal{U}(0,40),  \tag{45d}\\
P_{j}^{I} & =0.1 I_{2}+\left(E_{j}^{I}+\left(E_{j}^{I}\right)^{\mathrm{T}}\right)^{2}, \text { where elements of the matrix } E, E_{u v} \sim \mathcal{U}(0,1),  \tag{45e}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1), \tag{45f}
\end{align*}
$$

where，$I_{2}$ is the $2 \times 2$ identity matrix．
For numerical calculation of the KLD between the original mixture and the approximate mixture，$S=10^{4}$ independent and identically distributed（iid）random samples are generated from the original mixture，where $\left\{x_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x)$ ．The reduced number of samples is due to the longer simulation time for the multivariate distributions．

The pairwise comparison of the MRAs in the MC simulation is given in Table XI．Not surprisingly，ISE performs the best when comparison is done with respect to the ISE．Although AKL uses an upper bound instead of the exact KLD of the original mixture with its approximation，it obtains lower KLD compared to ISE and SKL．AKL obtains lower ISE compared to SKL which confirms that AKL is better MRA compared to SKL for Gaussian mixtures．When SKL and ISE are compared with respect to KLD between the original mixture and its approximation，the SKL obtains lower KLD values．This observation can be due to the fact that in the ISE the mixture can be reduced via pruning，whereas in the other two algorithms pruning does not exist．Since the pruning can significantly remove the probability mass from some regions in the support that had a considerable probability mass，the KLD can tend to infinity．Hence，the SKL can obtain smaller KLD between the original mixture and its approximation．

Table XI
Multivariate Gaussian Distribution：Pairwise comparison of three reduction algorithms with respect to the KLD and ISE between the original mixture and the approximate mixture reduced incrementally．The number of remaining components in the approximate mixture is shown by M in the left column．The quantity in each element is the decimal logarithm of the p－value of the two sided Wilcoxon rank sum test．When the difference between the two reduction algorithms is statistically significant （ $p$－VALUE $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL $(\downarrow)$ | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | －1．1945－ | －35．9579 $\star$ | －28．9447 | －14．2602 $\downarrow$ | －24．9937 ■ | －63．4507 |
| 23 | －1．1600－ | －144．9496 太 | －135．8489 | －36．4474 ᄎ | －75．6239－ | －150．6456 |
| 22 | －0．5908－ | －221．5719 $\star$ | －215．7150 | －58．4619 $\star$ | －109．7033 $\quad$ | －207．4378 ■ |
| 21 | －0．6233－ | －280．1105 太 | －276．8938 | －81．4599 ネ | －149．0404 | －251．8204 |
| 20 | －0．6489－ | －305．4287 丸 | －303．8165 | －109．4950 ネ | －169．3420 $\quad$ | －276．5285 $\quad$ |
| 19 | －0．5871－ | $<-307.6527$ ћ | ＜－307．6527 | －121．8904 太 | －189．6884 | －293．5446 |
| 18 | －0．7244－ | $<-307.6527 \star$ | ＜－307．6527 | －128．4476 太 | －209．6783 ■ | －300．6798 |
| 17 | －1．4344－ | $<-307.6527$ ћ | ＜－307．6527 | －139．2251 ${ }^{\text {® }}$ | －226．1157 | －307．4682 |
| 16 | －1．7705－ | $<-307.6527 \star$ | ＜－307．6527 | －140．7026 ネ | －241．1962 | ＜－307．6527 |
| 15 | －3．4139 $\star$ | $<-307.6527 \star$ | ＜－307．6527 | $-141.7236 \star$ | －255．2380 ■ | ＜－307．6527 ■ |
| 14 | $-4.5821 \star$ | $<-307.6527$ ћ | ＜－307．6527 | －138．9169 $\star$ | －263．6487 ■ | ＜－307．6527 ■ |
| 13 | －7．4590 太 | $<-307.6527$ ћ | ＜－307．6527 | －140．3553 大 | －272．5884 $\quad$－ | ＜－307．6527 |
| 12 | －12．0023 ᄎ | $<-307.6527 \star$ | ＜－307．6527 | －138．5765 ${ }^{\text {t }}$ | －276．4985 | ＜－307．6527 |
| 11 | －19．5781 ᄎ | $<-307.6527 \star$ | ＜－307．6527 | －125．4307 ћ | －280．9759 | ＜－307．6527 |
| 10 | －32．6070 $\begin{aligned} & \text { d }\end{aligned}$ | $<-307.6527 \star$ | ＜－307．6527 | －114．7964 $\star$ | －282．7278 ■ | ＜－307．6527 ■ |
| 9 | －46．8846 $\star$ | $<-307.6527 \star$ | ＜－307．6527 | －97．2822 $\star$ | －287．7023 ■ | ＜－307．6527 |
| 8 | －66．1622 丸 | $<-307.6527 \star$ | ＜－307．6527 | －78．0591 ᄎ | －288．7391 $\quad$－ | ＜－307．6527 |
| 7 | -87.0650 ћ | $<-307.6527$ ћ | ＜－307．6527 | －59．2948 ᄎ | －287．4202 | ＜－307．6527 |
| 6 | $-104.2347 \star$ | $<-307.6527 \star$ | ＜－307．6527 | －42．1362 $\star$ | －289．0317 ■ | ＜－307．6527 |
| 5 | －108．9983 $\star$ | $<-307.6527 \star$ | ＜－307．6527 | －26．4175 $\star$ | －279．2933 ■ | ＜－307．6527 ■ |
| 4 | －102．8250 太 | $<-307.6527 \star$ | ＜－307．6527 | －14．2477 $\star$ | －260．5524 $\quad$ | －294．0329 ■ |
| 3 | －71．3789 太 | $<-307.6527 \star$ | ＜－307．6527 | －4．9764 太 | －218．0598 | －250．0571 ■ |
| 2 | －25．0232 $\begin{aligned} & \text { ¢ }\end{aligned}$ | $<-307.6527 \star$ | ＜－307．6527 | －1．5960－ | －136．6015 $\quad$ | －156．8068 |

The average cycle times for MRAs in the MC simulations are given in Figure 19．The ISE is the most costly MRA and SKL is the least costly MRA．


Figure 19. Multivariate Gaussian Distribution: The average cycle time for the mixture reduction algorithms AKL (red), SKL (green) and ISE (blue) is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture. The original density in the simulations has 25 components.
10) Gaussian Gamma Distribution: For the $j^{t h} \mathrm{MC}$ run the mixture density function $p_{j}(x, \tau)$ is selected as

$$
\begin{align*}
p_{j}(x, \tau) & =\sum_{I=1}^{N} w_{j}^{I} \operatorname{GaussianGamma}\left(x, \tau ; \mu_{j}^{I}, \lambda_{j}^{I}, \alpha_{j}^{I}, \beta_{j}^{I}\right), \text { where, }  \tag{46a}\\
\text { GaussianGamma }(x, \tau ; \mu, \lambda, \alpha, \beta) & =\mathcal{N}\left(x ; \mu, \frac{1}{\lambda \tau}\right) \operatorname{Gamma}(\tau ; \alpha, \beta),  \tag{46b}\\
N & =25,  \tag{46c}\\
\mu_{j}^{I} & \sim \mathcal{U}(0,50),  \tag{46d}\\
\frac{1}{\lambda_{j}^{I}} & \sim \mathcal{U}(0.1,10.1),  \tag{46e}\\
\alpha_{j}^{I} & \sim \mathcal{U}(10,110),  \tag{46f}\\
\beta_{j}^{I} & \sim \mathcal{U}(1,101),  \tag{46~g}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{46h}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture, $S=10^{6}$ independent and identically distributed (iid) random samples are generated from the original mixture, where $\left\{\left(x_{j}^{r}, \tau_{j}^{r}\right)\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x, \tau)$.

The pairwise comparison of the MRAs in the MC simulation is given in Table XII. The simulation results for Gaussian gamma distribution in Table XII is similar to the simulation results for the univariate Gaussian distribution in Table X and can be explained similarly.
The average cycle times for MRAs in the MC simulations are given in Figure 20. The ISE is the most costly MRA and SKL is the least costly MRA.


Figure 20. Gaussian Gamma Distribution: The average cycle time for the mixture reduction algorithms AKL (red), SKL (green) and ISE (blue) is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture. The original density in the simulations has 25 components.

Table XII
Gaussian Gamma Distribution：Pairwise comparison of three reduction algorithms with respect to the KLD and ise between the ORIGINAL MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE APPROXIMATE mixture is shown by M in the left column．The quantity in each element is the decimal logarithm of the p－value of the two Sided Wilcoxon rank sum test．When the difference between the two reduction algorithms is statistically significant（ $p$－Value $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | －227．6436 $\star$ | －71．5902 | －266．5589 ■ | －159．4115 $\star$ | －122．9047 ■ | ＜－307．6527 |
| 23 | －287．3936 太 | －51．0382 | －240．1488 | －217．6828 太 | －201．1852 | ＜－307．6527 |
| 22 | $<-307.6527$＊ | －12．8720 | －207．8191 | $-252.9553 \star$ | －247．4863 | $<-307.6527$ ■ |
| 21 | $<-307.6527$ 丈 | －0．0799－ | －182．7460 | －270．3675 $\star$ | －284．5875 | ＜－307．6527 |
| 20 | ＜－307．6527 太 | －9．0149 $\star$ | －140．9992 | －285．3047 $\star$ | －304．7125 | ＜－307．6527 |
| 19 | $<-307.6527$ ћ | －33．6319 ћ | －100．9815 | －294．3741 太 | －305．5870 ■ | ＜－307．6527 |
| 18 | $<-307.6527$ ћ | －80．0531 $\star$ | －49．2776 | $-299.3078 \star$ | ＜－307．6527 | ＜－307．6527 |
| 17 | $<-307.6527$ औ | －119．4771 太 | －17．4956 | －300．2106 ᄎ | ＜－307．6527 | $<-307.6527$ |
| 16 | $<-307.6527$ t | -151.1616 t | －1．6034－ | －297．6939 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 15 | ＜－307．6527 ＊ | -185.5364 ＊ | －9．3191 | －292．1848 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 14 | $<-307.6527$ 丈 | －207．5194 $\star$ | －32．7559 | －287．4913 $\star$ | ＜－307．6527 | ＜－307．6527 $\quad$ |
| 13 | －304．1922 $\star$ | －229．0621 太 | －82．8152 | －279．7282 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 12 | －290．4785 $\star$ | －260．5154 $\star$ | －139．9672 | －269．0099 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 11 | －273．5811 $\star$ | $-273.8682 \star$ | －179．1024 | －258．3999 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 10 | －248．6395 $\star$ | -280.5020 ＊ | －217．2837 | －244．8790 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 9 | －216．5246 太 | －294．9255 $\star$ | －245．1078 | －223．4275 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 8 | －181．2870 太 | －304．9163＊ | －271．2231 | －198．6707 丸 | ＜－307．6527 | ＜－307．6527 |
| 7 | －137．9164 $\star$ | $<-307.6527 \star$ | －291．6520 | －159．6304 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 6 | －98．2444 ћ | $<-307.6527 \star$ | －294．5075 | －117．1293 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 5 | －64．3455 ＊ | $<-307.6527 \star$ | －303．2972 | －75．9593 ＊ | ＜－307．6527 | ＜－307．6527 |
| 4 | －39．7933 $\star$ | $<-307.6527$ ¢ | －300．9611 | －42．7454 $\star$ | －303．5481■ | ＜－307．6527 |
| 3 | $-20.0898 \star$ | －305．2584 $\star$ | －295．9839 | －22．0717 $\star$ | －266．1945 ■ | －294．9601■ |
| 2 | －6．0898 $\star$ | －294．7226 $\star$ | －290．1313 | －6．8558 ћ | －180．9994 | －212．3812 |

11）Dirichlet Distribution：For the $j^{\text {th }}$ MC run the mixture density function $p_{j}(x)$ is selected as

$$
\begin{align*}
p_{j}(x) & =\sum_{I=1}^{N} w_{j}^{I} \operatorname{Dir}_{K}\left(x ; \alpha_{j}^{I}\right), \text { where, }  \tag{47a}\\
\operatorname{Dir}_{K}(x ; \alpha) & =\frac{1}{\mathrm{~B}(\alpha)} \prod_{i=1}^{K} x_{i}^{\alpha_{i}-1},  \tag{47b}\\
N & =25,  \tag{47c}\\
K & =3  \tag{47d}\\
\alpha_{i, j}^{I} & \sim \mathcal{U}(3,33),  \tag{47e}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{47f}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture，a two dimensional uniform grid with 1000 discretization points on each dimension is used．

The pairwise comparison of the MRAs in the MC simulation is given in Table XIII．Not surprisingly，ISE performs the best when comparison is done with respect to the ISE．Although AKL uses an upper bound instead of the exact KLD of the original mixture with its approximation，it obtains lower KLD compared to ISE and SKL at increased reduction aggressiveness where the reduction algorithms are mostly used．AKL obtains lower ISE compared to SKL，which confirms that AKL is better MRA compared to SKL for Dirichlet distribution．When SKL and ISE are compared with respect to KLD between the original mixture and its approximation at increased reduction aggressiveness，the SKL obtains lower KLD values．This can be due to the fact that in the ISE the mixture can be reduced via pruning，whereas in the other two algorithms pruning does not exist． Since the pruning can significantly remove the probability mass from some regions in the support that had a considerable probability mass，the KLD can tend to infinity．Hence，the SKL can obtain smaller KLD between the original mixture and its approximation．

The average cycle times for MRAs in the MC simulations are given in Figure 21．The ISE is the most costly MRA and SKL is the least costly MRA．

Table XIII
Dirichlet Distribution：Pairwise comparison of three reduction algorithms with respect to the KLD and ISE between the ORIGINAL MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE APPROXIMATE mixture is shown by M in the left column．The quantity in each element is the decimal logarithm of the p－value of the two Sided Wilcoxon rank sum test．When the difference between the two reduction algorithms is statistically significant（ $p$－Value $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（ $■$ ） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | $-2.5666 \star$ | －0．2398－ | －3．3628 | －4．3973 $\star$ | －0．8360－ | －7．3809 ■ |
| 23 | －7．4912 太 | －0．7447－ | －10．9984 | －13．6783 $\star$ | －2．6157 | －24．7268 |
| 22 | －10．3647 ћ | －1．0947－ | －16．0159 | －21．4649 太 | －4．7341 $\quad$ | －41．3870 |
| 21 | －9．6935 $\star$ | －1．8419－ | －17．6096 | －30．3860 $\begin{gathered}\text { ћ }\end{gathered}$ | －7．6855 | －60．8076 |
| 20 | －12．4159 $\begin{aligned} & \text { ® }\end{aligned}$ | －2．1524 ■ | －21．8658 | －38．1783 太 | －12．0844 | －78．8719－ |
| 19 | －11．5749 $\star$ | －2．5228 ■ | －21．6589 ■ | －46．1438 太 | －14．7645 | －94．1257 ■ |
| 18 | －9．7118 大 | －2．3334 $\square$ | －19．0432 | －46．4753 $\star$ | －16．6976 | －98．5374 |
| 17 | －8．6906 $\star$ | －4．0209 ■ | －20．5934 | －49．8952 丸 | -20.0568 ■ | －108．9522 |
| 16 | －9．6885 $\star$ | －3．5472 | －21．0923 ■ | $-54.8580 \star$ | －22．5279 ■ | －117．7343 ■ |
| 15 | －6．5961 $\star$ | －3．6113 ■ | －17．1755 | $-51.5101 \star$ | －24．1902 | －117．2479 ■ |
| 14 | -5.1010 太 | －2．6479 ■ | －12．0721■ | －51．7083 $\star$ | －25．6784 | －117．9129 ■ |
| 13 | －2．8814 太 | －1．3254－ | －6．2265 | －49．5491 太 | -26.7020 ■ | －118．7117 |
| 12 | -2.1380 ћ | －1．3019－ | －4．8947 ■ | －48．8404 $\star$ | －29．3112 | －119．4869 ■ |
| 11 | -2.1684 ћ | －0．7470－ | －3．8610 | －55．6602 $\star$ | －29．8666 | －133．7016 |
| 10 | －0．6738－ | －0．0228－ | －0．5464－ | －48．6114 $\star$ | －31．2997 | －127．2023 ■ |
| 9 | －0．5030－ | －0．0781－ | －0．3589－ | －53．0079 $\star$ | －31．8677 ■ | －131．9862 |
| 8 | －0．0441－ | －1．1542－ | －0．9927－ | －50．1513 丸 | －33．8660 | －126．3546 |
| 7 | －0．2928－ | －1．8165－ | －1．2940－ | －55．4659 丸 | －36．4378 | －130．1813 |
| 6 | －1．0472－ | $-4.2325 \star$ | －2．2235 | －63．0756 $\star$ | －37．5934 | －140．3286 |
| 5 | $-2.4963 \star$ | $-11.3319 \star$ | －5．8765 | －62．1045 $\star$ | －38．8539 ■ | －138．8603 ■ |
| 4 | －7．8057 $\star$ | －17．2280＊ | －5．5499 | －65．5619 ＊ | －46．4077 ■ | －151．9018 |
| 3 | －15．3071＊ | -22.6518 ＊ | －4．9358 | -60.3392 ＊ | －43．1332 | －147．1539 ■ |
| 2 | －8．5852 太 | －21．2155 大 | －6．9963 | －22．9241 太 | －25．2177 | －79．2735 ■ |



Figure 21．Dirichlet Distribution：The average cycle time for the mixture reduction algorithms AKL（red），SKL（green）and ISE（blue）is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture．The original density in the simulations has 25 components．

12）Wishart Distribution：For the $j^{\text {th }}$ MC run the mixture density function $p_{j}(X)$ is selected as

$$
\begin{align*}
p_{j}(X) & =\sum_{I=1}^{N} w_{j}^{I} \mathcal{W}_{d}\left(X ; n_{j}^{I}, V_{j}^{I}\right), \text { where, }  \tag{48a}\\
\mathcal{W}_{d}(X ; n, V) & =\frac{|X|^{\frac{1}{2}(n-d-1)} \exp \operatorname{Tr}\left(-\frac{1}{2} V^{-1} X\right)}{2^{\frac{1}{2} n d} \Gamma_{d}\left(\frac{1}{2} n\right)|V|^{\frac{1}{2} n}},  \tag{48b}\\
N & =25,  \tag{48c}\\
d & =2,  \tag{48d}\\
n_{j}^{I} & \sim \mathcal{U}(10,20),  \tag{48e}\\
V_{j}^{I} & =I_{2}+\left(E_{j}^{I}+\left(E_{j}^{I}\right)^{\mathrm{T}}\right)^{2}, \text { where elements of the matrix } E, E_{u v} \sim \mathcal{U}(0,4),  \tag{48f}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{48~g}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture，$S=10^{4}$ independent and identically distributed（iid）random samples are generated from the original mixture，where $\left\{X_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(X)$ ．The reduced number of samples is due to the longer simulation time for the matrix－variate distributions．

The pairwise comparison of the MRAs in the MC simulation is given in Table XIV．Not surprisingly，ISE performs the best when comparison is done with respect to the ISE．Although AKL uses an upper bound instead of the exact KLD of the original mixture with its approximation，it obtains lower KLD compared to ISE and SKL．AKL obtains lower ISE compared to SKL． When SKL and ISE are compared with respect to KLD between the original mixture and its approximation，the SKL obtains lower KLD values．This can be due to the fact that in the ISE，the mixture can be reduced via pruning，whereas in the other two algorithms pruning does not exist．Since the pruning can significantly remove the probability mass from some regions in the support that had a considerable probability mass，the KLD can tend to infinity．Hence，the SKL can obtain smaller KLD between the original mixture and its approximation．

Table XIV
Wishart Distribution：Pairwise comparison of three reduction algorithms with respect to the KLD and ISE between the original mixture and the approximate mixture reduced incrementally．The number of remaining components in the approximate mixture is Shown by M in the left column．The quantity in each element is the decimal logarithm of the p－value of the two sided Wilcoxon RANK SUM TEST．WHEN THE DIFFERENCE BETWEEN THE TWO REDUCTION ALGORITHMS IS STATISTICALLY SIGNIFICANT（ $p$－VALUE $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | -2.0037 ＊ | －15．3982 大 | －8．3128 | －2．9121 $\star$ | －18．5149 ■ | －33．0444 |
| 23 | -2.8113 ＊ | －38．6435 $\star$ | －25．6197 | $-5.1595 \star$ | －52．6338 | －81．3282 |
| 22 | －4．5437 $\star$ | －58．7701＊ | －38．3541 | －5．3312 $\star$ | －87．2254 | －115．7220 |
| 21 | －6．8043 太 | －86．7639 $\star$ | －60．2630 | －5．5140 $\star$ | －109．3612 | －138．1363 |
| 20 | －9．2712 太 | －99．0152 ＊ | －69．1757 | －6．1554 $\star$ | －131．8519 | －163．2915 |
| 19 | －8．5149 $\star$ | －119．6872＊ | －90．7910 | －7．6318 太 | －157．1708 | －184．0388 $\square$ |
| 18 | －8．3739 $\star$ | －140．3876＊ | －112．0419 | －5．2267 ћ | －181．0762 | －199．1293 |
| 17 | －8．6371 $\star$ | $-156.2561 \star$ | －125．7009 | $-4.5949 \star$ | －196．8157 | －213．9674 ■ |
| 16 | －10．4086 ＊ | －172．0356＊ | －137．7513 | －3．9876 太 | －200．9610 $\quad$ | －223．4978 ■ |
| 15 | $-10.8153 \star$ | $-183.0596 \star$ | －149．3940 | $-4.3739 \star$ | －213．7053 ■ | －232．0943 ■ |
| 14 | －14．9880 $\star$ | －185．4108 $\star$ | －148．1958 | －2．8692 $\star$ | －222．9746 ■ | －238．2579 ■ |
| 13 | －17．5781 $\star$ | －201．1911 $\star$ | －159．7920 | －2．0920 太 | －232．1875 $\quad$－ | －241．1627 |
| 12 | -20.0245 ＊ | －210．0494 $\star$ | －165．3356 | －0．8004－ | －238．1412 | －238．8539 |
| 11 | $-25.8060 \star$ | $-215.3472 \star$ | －165．5753 | －1．2169－ | －237．9291 | －247．8407 ■ |
| 10 | －30．4702 $\star$ | －222．1627＊ | －166．8207 | －0．8837－ | －244．8608 ■ | －243．2243 ■ |
| 9 | －37．6224 $\star$ | －214．2754 $\star$ | －147．4754 | －0．7677－ | －242．9515 $\quad$ | －244．1493 ■ |
| 8 | －45．9761 $\begin{aligned} & \text { ® }\end{aligned}$ | －207．2280＊ | －132．9992 | －0．4768－ | －238．8728 | －242．7070 ■ |
| 7 | $-56.0072 \star$ | －200．0820＊ | －115．6448 | －0．1090－ | －232．0307 $\quad$ | －237．9346 $\square$ |
| 6 | $-70.3193 \star$ | $-196.9611 \star$ | －106．3166 | －0．1781－ | －224．9114 | －226．5835 ■ |
| 5 | －87．7632 ћ | －199．0765 $\star$ | －95．5556 | －0．0180－ | －213．1065 ■ | －217．9067 ■ |
| 4 | －96．5746 $\star$ | －191．3252 $\star$ | －88．5331 | －0．1093－ | －190．6748 | －202．0341 ■ |
| 3 | －99．0295 $\star$ | －187．0054 太 | －99．5397 | －0．4120－ | －153．4433 | －173．0074 |
| 2 | －60．6736 $\star$ | －183．9549 $\star$ | －130．0349 | －0．8849－ | －96．6770 ■ | －119．4425 $\square$ |

The average cycle times for MRAs in the MC simulations are given in Figure 22．The ISE is the most costly MRA and SKL is the least costly MRA．


Figure 22．Wishart Distribution：The average cycle time for the mixture reduction algorithms AKL（red），SKL（green）and ISE（blue）is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture．The original density in the simulations has 25 components．

$$
\begin{align*}
p_{j}(X) & =\sum_{I=1}^{N} w_{j}^{I} \mathcal{I} \mathcal{W}_{d}\left(X ; \nu_{j}^{I}, \Psi_{j}^{I}\right), \text { where, }  \tag{49a}\\
\mathcal{I} \mathcal{W}_{d}(X ; \nu, \Psi)= & \frac{|\Psi|^{\frac{1}{2}(\nu-d-1)} \exp \operatorname{Tr}\left(-\frac{1}{2} \Psi X^{-1}\right)}{2^{\frac{1}{2}(\nu-d-1) d} \Gamma_{d}\left[\frac{1}{2}(\nu-d-1)\right]|X|^{\frac{\nu}{2}}},  \tag{49b}\\
N & =25,  \tag{49c}\\
d & =2,  \tag{49d}\\
\nu_{j}^{I} & \sim \mathcal{U}(20,120),  \tag{49e}\\
\Psi_{j}^{I} & =0.1 I_{2}+\left(E_{j}^{I}+\left(E_{j}^{I}\right)^{\mathrm{T}}\right)^{2}, \text { where elements of the matrix } E, E_{u v} \sim \mathcal{U}(0,20),  \tag{49f}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{49~g}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture，$S=10^{4}$ independent and identically distributed（iid）random samples are generated from the original mixture，where $\left\{X_{j}^{r}\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(X)$ ．The reduced number of samples is due to the longer simulation time for the matrix－variate distributions．

The pairwise comparison of the MRAs in the MC simulation is given in Table XV．The simulation results for inverse Wishart distribution in Table XV are different from the simulation results for the Wishart distribution in Table XIV in columns two to four．A closer look at the simulation results reveals that ISE reduces the inverse Wishart mixture densities mostly via pruning which is due to the larger spread of the mixture parameters compared to the Wishart mixture density．Since the pruning can significantly remove the probability mass from some regions in the support that had a considerable probability mass，the KLD can tend to infinity．Hence，AKL and SKL can obtain smaller KLD between the original mixture and its approximation especially when the reduction aggressiveness is increased．

Table XV
Inverse Wishart Distribution：Pairwise comparison of three reduction algorithms with respect to the KLD and ise between the ORIGINAL MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE APPROXIMATE mixture is shown by M in the left column．The quantity in each element is the decimal logarithm of the p－value of the two Sided Wilcoxon rank sum test．When the difference between the two reduction algorithms is statistically significant（ $p$－Value
$<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL $(\downarrow)$ | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | －0．3822－ | －31．0681 | －30．6881 $\square$ | －2．7842＊ | －123．8729 ■ | －143．0014 $\square$ |
| 23 | －0．4998－ | －35．9238 | －37．6876 | －1．6896－ | －208．4300 $\quad$ ■ | －214．7503 ■ |
| 22 | －0．6540－ | －36．5143 ■ | －40．8013 | －1．2811－ | －254．3702 | －252．5808 |
| 21 | －0．9582－ | －34．3612 | －41．1308 | －0．3515－ | －274．2704 | －273．4451 $\quad$ |
| 20 | －2．2109 $\star$ | －30．2270 | －40．8530 | －0．4774－ | －286．3297 | －277．2858 |
| 19 | －2．5419 $\star$ | －26．3217 | －40．9835 | －4．3904 | －296．2179 $\square_{\text {－}}$ | －288．1484 |
| 18 | －1．9515－ | －24．1616 | －38．9457 | －10．9292 | －299．3213 $\quad$－ | －287．0736 |
| 17 | －1．6045－ | －22．1694 | －37．2299 | －15．3868 | －304．6369 $\quad$－ | －287．6022 |
| 16 | －2．1376 大 | －18．3786 | －34．0799 | －20．4723 | －305．5842 | －283．9304 |
| 15 | $-2.5235 \star$ | －16．3839 ■ | －33．1619 ■ | －24．0786 | －304．9361■ | －283．3373 ■ |
| 14 | －5．1973 $\star$ | －10．8122 | －32．2421 | －28．2861 | －306．6794 $\quad$ | －280．9361 $\quad$ |
| 13 | －6．1012 $\star$ | －7．4038 ■ | －27．9481■ | －32．5216 | －306．8509 $\square$ | －277．0808 |
| 12 | －8．8367 $\star$ | －4．6772 | －27．9276 | －37．3854 | －303．8755 | －272．0584 |
| 11 | －11．0977 大 | －1．2811－ | －20．6372 | －40．9725 | －303．2706 ■ | －271．0462 |
| 10 | －9．8336＊ | －0．1287－ | －12．9356 ■ | －47．2153 | －304．6293 ■ | －264．8871 ■ |
| 9 | -10.8323 ＊ | －0．3292－ | －10．9327 | －46．0062 | －300．1093 $\quad$ | －256．7529 ■ |
| 8 | －12．4369 ＊ | －1．3110－ | －9．1348 | －46．7246 | －298．6612 $\quad$－ | －252．3657 ■ |
| 7 | －14．9143＊ | －4．3483＊ | －5．7644 | －46．0989 | －293．6502 $\quad$－ | －243．5826 $\quad$ ■ |
| 6 | －20．5298 大 | －11．3825 大 | －3．4175 | －47．1829 | －289．1333 $\quad$ ■ | －240．3294 |
| 5 | -23.9783 ＊ | $-24.8776 \star$ | －0．2544－ | －47．8436 | －282．9144 | －227．9824 |
| 4 | －28．1708 大 | －48．6175 大 | －3．4935 | －50．0911 | －281．3901 $\quad$ | －225．4796 ■ |
| 3 | －41．2037 $\star$ | -104.3283 ＊ | －20．3655 | －53．2623 | －276．4542 | －224．8164 $\quad$－ |
| 2 | －43．2028 大 | －170．3032 大 | －67．7681 | －53．5171 | －271．1718 | －220．2100 $\quad$ |

The average cycle times for MRAs in the MC simulations are given in Figure 23．SKL is the least costly MRA but ISE has almost the same cost as the AKL．A closer look at the simulation results shows that ISE reduces the inverse Wishart mixture densities in this simulation mostly via pruning．Hence，ISE does not need to calculated many new merging hypotheses which results in decreased computation time．


Figure 23. Inverse Wishart Distribution: The average cycle time for the mixture reduction algorithms AKL (red), SKL (green) and ISE (blue) is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture. The original density in the simulations has 25 components.
14) Gaussian Inverse Wishart Distribution: For the $j^{\text {th }} \mathrm{MC}$ run the mixture density function $p_{j}(x, X)$ is selected as

$$
\begin{align*}
p_{j}(x, X) & =\sum_{I=1}^{N} w_{j}^{I} \mathrm{GIW}\left(x, X ; m_{j}^{I}, P_{j}^{I}, \nu_{j}^{I}, \Psi_{j}^{I}\right), \text { where, }  \tag{50a}\\
\text { GIW }(x, X ; m, P, \nu, \Psi) & =\mathcal{N}(x ; m, P) \mathcal{I} \mathcal{W}_{d}(X ; \nu, \Psi),  \tag{50b}\\
N & =25,  \tag{50c}\\
d & =2,  \tag{50d}\\
m_{j}^{I} & =\left[m_{j, 1}^{I}, m_{j, 2}^{I}\right]^{\mathrm{T}} \text { and } m_{j, 1}^{I}, m_{j, 2}^{I} \sim \mathcal{U}(0,20),  \tag{50e}\\
P_{j}^{I} & =I_{2}+\left(E_{j}^{I}+\left(E_{j}^{I}\right)^{\mathrm{T}}\right)^{2}, \text { where elements of the matrix } E, E_{u v} \sim \mathcal{U}(0,2),  \tag{50f}\\
\nu_{j}^{I} & =\left[m_{j, 1}^{I}, m_{j, 2}^{I}\right]^{\mathrm{T}} \text { and } m_{j, 1}^{I}, m_{j, 2}^{I} \sim \mathcal{U}(10,15),  \tag{50~g}\\
\Psi_{j}^{I} & =I_{2}+\left(E_{j}^{I}+\left(E_{j}^{I}\right)^{\mathrm{T}}\right)^{2}, \text { where elements of the matrix } E, E_{u v} \sim \mathcal{U}(0,1),  \tag{50h}\\
w_{j}^{I} & =\left(\sum_{I=1}^{N} \widehat{w}_{j}^{I}\right)^{-1} \widehat{w}_{j}^{I}, \text { where } \widehat{w}_{j}^{I} \sim \mathcal{U}(0.1,1.1) . \tag{50i}
\end{align*}
$$

For numerical calculation of the KLD between the original mixture and the approximate mixture, $S=10^{4}$ independent and identically distributed (iid) random samples are generated from the original mixture, where $\left\{\left(x_{j}^{r}, X_{j}^{r}\right)\right\}_{r=1}^{S} \stackrel{\text { iid }}{\sim} p_{j}(x, X)$. The reduced number of samples is due to the longer simulation time for the matrix-variate distributions.

The pairwise comparison of the MRAs in the MC simulation is given in Table XVI. Not surprisingly, ISE performs the best when comparison is done with respect to the ISE. Although AKL uses an upper bound instead of the exact KLD of the original mixture with its approximation, it obtains lower KLD compared to ISE and SKL especially in increased reduction aggressiveness which is where the reduction algorithms are mostly used. AKL obtains lower ISE compared to SKL. When SKL and ISE are compared with respect to KLD between the original mixture and its approximation the SKL obtains lower KLD values. This can be due to the fact that in the ISE the mixture can be reduced via pruning, whereas in the other two algorithms pruning does not exist. Since the pruning can significantly remove the probability mass from some regions in the support that had a considerable probability mass, the KLD can tend to infinity. Hence, the SKL can obtain smaller KLD between the original mixture and its approximation.

Table XVI
GaUSSIAN INVERSE WISHART DISTRIBUTION：PAIRWISE COMPARISON OF THREE REDUCTION ALGORITHMS WITH RESPECT TO THE KLD AND ISE BETWEEN THE ORIGINAL MIXTURE AND THE APPROXIMATE MIXTURE REDUCED INCREMENTALLY．THE NUMBER OF REMAINING COMPONENTS IN THE APPROXIMATE MIXTURE IS SHOWN BY M IN THE LEFT COLUMN．THE QUANTITY IN EACH ELEMENT IS THE DECIMAL LOGARITHM OF THE $p$－VALUE OF THE TWO SIDED WILCOXON RANK SUM TEST．WHEN THE DIFFERENCE BETWEEN THE TWO REDUCTION ALGORITHMS IS STATISTICALLY SIGNIFICANT （ $p$－VALUE $<1 \%$ ）THE SYMBOL CORRESPONDING TO THE ALGORITHM WITH SMALLER MEDIAN ERROR IS GIVEN NEXT TO THE $p$－VALUE．

| M | comparison with respect to KLD |  |  | comparison with respect to ISE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） | AKL（ $\star$ ）－SKL（ $\downarrow$ ） | AKL（ $\star$ ）－ISE（■） | SKL（ $\downarrow$ ）－ISE（■） |
| 24 | －19．2098 | －53．8247 $\star$ | －103．8669 | －77．6041 $\star$ | －134．3236 ■ | －242．5892 |
| 23 | －22．0844 | －70．4962 太 | －115．0313 | －120．3750 太 | －207．8091 | －304．2737 |
| 22 | －23．9550 | －79．0603 $\star$ | －127．0126 | －135．2584 $\star$ | －238．3752 | ＜－307．6527 |
| 21 | －22．4965 | －83．0589 $\star$ | －128．3095 | －139．4971 太 | －258．0132 | ＜－307．6527 |
| 20 | －16．7435 | －74．7879 $\star$ | －113．5978 | －148．2186 $\star$ | －271．0722 | ＜－307．6527 |
| 19 | －15．1884 | -70.5899 ォ | －109．1416 | －146．1049 $\star$ | －274．8449 ■ | ＜－307．6527 |
| 18 | －9．4014 | －75．1842＊ | －104．5701 | －147．6972 $\star$ | －285．4919 ■ | $<-307.6527$ |
| 17 | －9．0206 | －76．1876 $\star$ | －106．9969 | －154．2050 $\star$ | －291．9285 | ＜－307．6527 |
| 16 | －3．7001 | －79．7043 $\star$ | －97．7630 | $-156.3199 \star$ | －300．9759 ■ | ＜－307．6527 |
| 15 | －0．9538－ | －89．3732＊ | －95．9047 | -154.3363 ＊ | －305．4155 $\square$ | ＜－307．6527 |
| 14 | －0．1980－ | －96．4829 $\star$ | －92．0994 | －155．3288 $\star$ | －307．2308 ■ | ＜－307．6527 |
| 13 | $-2.0140 \star$ | －111．3471 太 | －91．6728 | －149．9659 太 | ＜－307．6527 | ＜－307．6527 |
| 12 | －7．0247 $\star$ | －126．0182＊ | －88．3745 | －158．4520 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 11 | －11．7620 ћ | －136．9387 $\downarrow$ | －88．3873 | －158．6775 ћ | ＜－307．6527 | ＜－307．6527 |
| 10 | $-18.7941 \star$ | －150．7215 $\star$ | －93．1378 | $-159.7630 \star$ | ＜－307．6527 | ＜－307．6527 $\quad$ |
| 9 | －31．5699 $\star$ | －158．1742 $\star$ | －83．3266 | －164．9419 $\star$ | ＜－307．6527 | ＜－307．6527 |
| 8 | －42．1038 $\star$ | －172．1833 太 | －86．7545 | －158．2348 太 | ＜－307．6527 | ＜－307．6527 |
| 7 | －52．0329 $\star$ | －173．2488 $\star$ | －81．4411 | $-163.5848 \star$ | ＜－307．6527 | ＜－307．6527 |
| 6 | －60．3253 ᄎ | －179．5657 $\star$ | －83．3456 | $-148.0383 \star$ | ＜－307．6527 | ＜－307．6527 |
| 5 | －56．4782 ネ | －177．1377 $\star$ | －84．1744 | －129．0205 $\star$ | －307．2573 ■ | ＜－307．6527 $\quad$ |
| 4 | －47．8600＊ | －177．3733＊ | －93．1004 | －107．3896 $\star$ | －303．2205 $\square$ | ＜－307．6527 |
| 3 | －27．9777＊ | －159．3714 $\star$ | －99．5311 | －71．4467 太 | －293．8217 | $<-307.6527$ ■ |
| 2 | －7．4688 $\star$ | －145．6603 $\star$ | －115．9718 | －30．0839 $\begin{aligned} & \text { ® }\end{aligned}$ | －279．0562 | －306．2582 |

The average cycle times for MRAs in the MC simulations are given in Figure 24．ISE and KLD are the most costly MRA and SKL is the least costly MRA．The gap between AKL and ISE is reduced compared to other mixtures which is due to the fact that ISE chooses pruning more frequently compared to univariate and multivariate distributions．After each pruning step very little computation is required to update the cost associated to each hypothesis（see section II－E）．


Figure 24．Gaussian Inverse Wishart Distribution：The average cycle time for the mixture reduction algorithms AKL（red），SKL（green）and ISE（blue）is given versus the number of remaining components $\mathbf{M}$ in the reduced mixture．The original density in the simulations has 25 components．

## IV. SUMMARY OF THE NUMERICAL SIMULATION

Three mixture reduction algorithms for 14 commonly used exponential family distributions are compared in Monte-Carlo simulations. The error ensued from the approximation of a mixture density with another density with less components is quantified in terms of integral square error (ISE) between the original mixture and its approximation via mixture reduction algorithms. Similar comparison is performed with respect to the Kullback-Leibler divergence (KLD). Not surprisingly, ISE mixture reduction algorithm performs best when the comparison is with respect to the ISE. Although AKL uses an approximation of KLD between the original mixture and its approximation, it performs best when the comparison is in terms of the KLD with an exception of gamma distribution and inverse gamma distribution. SKL is a heuristic which can be used at a lower computational cost and accuracy.

Although in the overall comparison of SKL with AKL in terms of ISE, AKL is pointed out as the winner, the comparison does not give a uniform result. Indeed, a uniform result is not expected since none of the two algorithms are designed to perform better in terms of ISE. Similarly, in comparison of SKL with ISE in terms of KLD, no algorithm is obviously better than the other one. Again, none of these two algorithms are tailored to obtain lower error with respect to KLD. It is intuitive to believe ISE should perform worse than SKL in terms of KLD (especially at increased reduction aggressiveness), since ISE may select a pruning hypothesis while SKL can not. Pruning may remove the probability mass from regions in the support which have a considerable probability mass. Hence, KLD between the original mixture density and its approximate may tend to infinity. Contrary to this intuition, for those densities whose mixture density in this simulation does not turn out to be multimodal, such as exponential distribution, Laplace distribution with known mean, Rayleigh distribution and inverse gamma distribution, the ISE performs better than SKL with respect to KLD. This observation is due to the fact that in these densities the probability mass is concentrated in a single mode. Thus, the problem of division by (nearly) zero in calculation of KLD after a pruning is not common.

The comparison of the mixture reduction algorithms in terms of their cycle time shows that the most costly algorithm is the ISE and the least costly is the SKL. When the computational budget permits AKL is recommended by the authors since it has a comparable performance to ISE but is computationally less heavy.
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## Appendix

## A. Multiple hypothesis testing

Here the summary of proof for the MAP decision rule is given for the sake of completeness of the technical report. For more complete treatment see [19].

Consider that we want to decide among $M$ hypotheses $\left\{\mathcal{H}_{1}, \mathcal{H}_{2}, \ldots, \mathcal{H}_{M}\right\}$. Let the the cost assigned to the decision to choose $\mathcal{H}_{i}$ when $\mathcal{H}_{j}$ is true is denoted by $\mathcal{C}_{i j}$ where

$$
\mathcal{C}_{i j}= \begin{cases}0 & i=j  \tag{51}\\ 1 & i \neq j\end{cases}
$$

The expected Bayes risk [19] becomes

$$
\begin{equation*}
\mathcal{R}=\sum_{i=1}^{M} \sum_{j=1}^{M} \mathcal{C}_{i j} P\left(\mathcal{H}_{i} \mid \mathcal{H}_{j}\right) P\left(\mathcal{H}_{j}\right) \tag{52}
\end{equation*}
$$

We are looking for a decision rule that minimizes $\mathcal{R}$. Let us partition the space to regions $R_{i}$ for $i=1: M$ so that

$$
\begin{align*}
\mathcal{R} & =\sum_{i=1}^{M} \sum_{j=1}^{M} \mathcal{C}_{i j} \int_{R_{i}} p\left(x \mid \mathcal{H}_{j}\right) P\left(\mathcal{H}_{j}\right) \mathrm{d} x \\
& =\sum_{i=1}^{M} \int_{R_{i}} \sum_{j=1}^{M} \mathcal{C}_{i j} P\left(\mathcal{H}_{j} \mid x\right) p(x) \mathrm{d} x  \tag{53}\\
& =\sum_{i=1}^{M} \int_{R_{i}} \mathcal{C}_{i} p(x) \mathrm{d} x
\end{align*}
$$

where $\mathcal{C}_{i}(x)=\sum_{j=1}^{M} \mathcal{C}_{i j} P\left(\mathcal{H}_{j} \mid x\right)$. Since each data $x$ should trigger only one decision, i.e. assigned to only one of the $R_{i}$ partitions we should decide $\mathcal{H}_{k}$ for which $\mathcal{C}_{i}$ is minimum.

Since $\mathcal{C}_{i}(x)=\sum_{j=1}^{M} P\left(\mathcal{H}_{j} \mid x\right)-P\left(\mathcal{H}_{i} \mid x\right), \mathcal{C}_{i}(x)$ is minimized if $P\left(\mathcal{H}_{i} \mid x\right)$ is maximized. Thus the decision rule is decide $\mathcal{H}_{k}$ if $P\left(\mathcal{H}_{k} \mid x\right)>P\left(\mathcal{H}_{i} \mid x\right)$ for $i \neq k$. For equal prior probabilities $P\left(\mathcal{H}_{k}\right)=P\left(\mathcal{H}_{i}\right)$ the decision rule will be to decide $\mathcal{H}_{k}$ if $p\left(x \mid \mathcal{H}_{k}\right)>p\left(x \mid \mathcal{H}_{i}\right)$ for $i \neq k$. This decision rule is also referred to as maximum a posteriori decision rule.
If the prior probabilities are not equal due to e.g., heuristics $P\left(\mathcal{H}_{k}\right) \neq P\left(\mathcal{H}_{i}\right)$, Bayes rule $P\left(\mathcal{H}_{i} \mid x\right) \propto p\left(x \mid \mathcal{H}_{i}\right) P\left(\mathcal{H}_{i}\right)$ can be used. This possibility is not exploited in this report.

## B. Essential expressions for the reduction of mixtures of exponential family

Essential expressions and formula for reduction of mixture densities of common exponential family distributions are given in this section. Some functions which are used in the expressions such as the gamma function are defined here for completeness. The gamma function is defined by

$$
\begin{equation*}
\Gamma(t)=\int_{0}^{\infty} x^{t-1} \exp (-x) \mathrm{d} x \tag{54}
\end{equation*}
$$

The multivariate gamma function which is a generalization of the gamma function is

$$
\begin{align*}
\Gamma_{d}(t) & =\int_{S \succ 0} \exp (-\operatorname{Tr}(S))|S|^{t-\frac{d+1}{2}} \mathrm{~d} S  \tag{55}\\
& =\pi^{d(d-1) / 4} \prod_{j=1}^{d} \Gamma\left(t+\frac{1-j}{2}\right)
\end{align*}
$$

The digamma function is given as

$$
\begin{equation*}
\psi(t)=\frac{d}{d t} \log \Gamma(t)=\frac{\Gamma^{\prime}(t)}{\Gamma(t)} \tag{56}
\end{equation*}
$$

The multivariate polygamma function of order $n$ is defined as

$$
\begin{equation*}
\psi_{d}^{(n)}(t)=\frac{d^{n+1}}{d t^{n+1}} \log \Gamma_{d}(t)=\sum_{j=1}^{d} \frac{d^{n+1}}{d t^{n+1}} \log \Gamma\left(t+\frac{1-j}{2}\right)=\sum_{j=1}^{d} \psi^{(n)}\left(t+\frac{1-j}{2}\right) \tag{57}
\end{equation*}
$$

The multinomial beta function in terms of the gamma function is given as

$$
\begin{equation*}
\mathrm{B}_{K}(\alpha)=\frac{\prod_{j=1}^{K} \Gamma\left(\alpha_{j}\right)}{\Gamma\left(\sum_{j=1}^{K} \alpha_{j}\right)} \tag{58}
\end{equation*}
$$

## 1) Exponential Distribution:

$$
\begin{align*}
\operatorname{Exp}(x ; \lambda) & =\lambda \exp (-\lambda x)  \tag{59a}\\
\text { Support: } & x \in[0,+\infty)  \tag{59b}\\
\text { Parameter space: } \lambda & \in(0,+\infty)  \tag{59c}\\
\eta & =-\lambda  \tag{59d}\\
A(\eta) & =-\log (-\eta)  \tag{59e}\\
\nabla_{\eta} A & =\frac{\partial A}{\partial \eta}=-\frac{1}{\eta}  \tag{59f}\\
h(x) & =1  \tag{59~g}\\
\mathbb{E}[h(x)] & =1  \tag{59h}\\
T(x) & =x \tag{59i}
\end{align*}
$$

Solution to $\nabla_{\eta^{L}} A=Y$ is given by

$$
\begin{equation*}
\eta^{L}=-\frac{1}{Y} . \tag{60}
\end{equation*}
$$

2) Weibull Distribution with known shape $k$ :

$$
\begin{align*}
\operatorname{Weibull}(x ; \lambda, k) & =\frac{k}{\lambda}\left(\frac{x}{\lambda}\right)^{k-1} \exp \left(-\frac{x^{k}}{\lambda^{k}}\right)  \tag{61a}\\
\text { Support: } x & \in[0,+\infty)  \tag{61b}\\
\text { Parameter space: } \lambda & \in(0,+\infty), k \in(0,+\infty)  \tag{61c}\\
\eta & =-\frac{1}{\lambda^{k}}  \tag{61d}\\
A(\eta) & =-\log (-\eta)-\log (k)  \tag{61e}\\
\nabla_{\eta} A & =\frac{\partial A}{\partial \eta}=-\frac{1}{\eta}  \tag{61f}\\
h(x) & =x^{k-1}  \tag{61g}\\
\mathbb{E}[h(x)] & =\Gamma\left(\frac{2 k-1}{k}\right)(-\eta)^{\frac{1-k}{k}}  \tag{61h}\\
T(x) & =x^{k} \tag{61i}
\end{align*}
$$

Solution to $\nabla_{\eta^{L}} A=Y$ is given by

$$
\begin{equation*}
\eta^{L}=-\frac{1}{Y} \tag{62}
\end{equation*}
$$

The expression for $\mathbb{E}_{q(x ; \eta)}[h(x)]$ is derived here

$$
\begin{align*}
\mathbb{E}[h(x)] & =\int_{0}^{\infty} x^{k-1} \frac{k}{\lambda}\left(\frac{x}{\lambda}\right)^{k-1} \exp \left(-\frac{x^{k}}{\lambda^{k}}\right) \mathrm{d} x=\left\{z \triangleq \frac{x^{k}}{\lambda^{k}}, \mathrm{~d} z=k \frac{x^{k-1}}{\lambda^{k}} \mathrm{~d} x\right\}=\int_{0}^{\infty} \lambda^{k-1} z^{\frac{k-1}{k}} \exp (-z) \mathrm{d} z \\
& =\lambda^{k-1} \Gamma\left(\frac{k-1}{k}+1\right)=\lambda^{k-1} \Gamma\left(\frac{2 k-1}{k}\right)=\Gamma\left(\frac{2 k-1}{k}\right)(-\eta)^{\frac{1-k}{k}} \tag{63}
\end{align*}
$$

3) Laplace Distribution with known mean $\mu$ :

$$
\begin{align*}
\text { Laplace }(x ; \mu, b) & =\frac{1}{2 b} \exp \left(-\frac{|x-\mu|}{b}\right)  \tag{64a}\\
\text { Support: } x & \in(-\infty, \infty)  \tag{64b}\\
\text { Parameter space: } b & \in(0,+\infty), \mu \in \mathbb{R}  \tag{64c}\\
\eta & =-\frac{1}{b}  \tag{64d}\\
A(\eta) & =\log \left(-\frac{2}{\eta}\right)  \tag{64e}\\
\nabla_{\eta} A & =\frac{\partial A}{\partial \eta}=-\frac{1}{\eta}  \tag{64f}\\
h(x) & =1  \tag{64g}\\
\mathbb{E}[h(x)] & =1  \tag{64h}\\
T(x) & =|x-\mu| \tag{64i}
\end{align*}
$$

Solution to $\nabla_{\eta^{L}} A=Y$ is given by

$$
\begin{equation*}
\eta^{L}=-\frac{1}{Y} . \tag{65}
\end{equation*}
$$

4) Rayleigh Distribution :

$$
\begin{align*}
\operatorname{Rayleigh}(x ; \sigma) & =\frac{x}{\sigma^{2}} \exp \left(-\frac{x^{2}}{2 \sigma^{2}}\right)  \tag{66a}\\
\text { Support: } & x  \tag{66b}\\
\text { Parameter space: } \sigma & \in(0,+\infty)  \tag{66c}\\
\eta & =-\frac{1}{2 \sigma^{2}}  \tag{66d}\\
A(\eta) & =-\log (-2 \eta)  \tag{66e}\\
\nabla_{\eta} A & =\frac{\partial A}{\partial \eta}=-\frac{1}{\eta}  \tag{66f}\\
h(x) & =x  \tag{66g}\\
\mathbb{E}[h(x)] & =\sqrt{\frac{\pi}{-2 \eta}}  \tag{66h}\\
T(x) & =x^{2} \tag{66i}
\end{align*}
$$

Solution to $\nabla_{\eta^{L}} A=Y$ is given by

$$
\begin{equation*}
\eta^{L}=-\frac{1}{Y} . \tag{67}
\end{equation*}
$$

The expression for $\mathbb{E}_{q(x ; \eta)}[h(x)]$ is derived here

$$
\begin{equation*}
\mathbb{E}[h(x)]=\int_{0}^{\infty} x \frac{x}{\sigma^{2}} \exp \left(-\frac{x^{2}}{2 \sigma^{2}}\right) \mathrm{d} x=\sigma \sqrt{\frac{\pi}{2}}=\sqrt{\frac{\pi}{-2 \eta}} . \tag{68}
\end{equation*}
$$

5) Log-normal Distribution:

$$
\begin{equation*}
\log -\mathcal{N}(x ; \mu, \sigma)=\frac{1}{x \sigma \sqrt{2 \pi}} \exp \left(-\frac{1}{2 \sigma^{2}}(\log x-\mu)^{2}\right) \tag{69a}
\end{equation*}
$$

$$
\begin{equation*}
\text { Support: } x \in(0,+\infty) \tag{69b}
\end{equation*}
$$

Parameter space: $\sigma \in(0,+\infty), \mu \in \mathbb{R}$

Solution to the system of equations $\nabla_{\eta^{L}} A=Y$ is given by

$$
\begin{align*}
\eta_{2}^{L} & =\frac{-2}{Y_{2}-Y_{1}^{2}}  \tag{70a}\\
\eta_{1}^{L} & =-2 Y_{1} \eta_{2}^{L}
\end{align*}
$$

The expression for $\mathbb{E}_{q(x ; \eta)}[h(x)]$ is derived here

$$
\begin{equation*}
\mathbb{E}[h(x)]=\frac{1}{\sqrt{2 \pi}} \mathbb{E}\left[\frac{1}{x}\right]=\frac{1}{\sqrt{2 \pi}} \exp \left(-\mu+\frac{\sigma^{2}}{2}\right)=\frac{1}{\sqrt{2 \pi}} \exp \left(\frac{\eta_{1}}{2 \eta_{2}}-\frac{1}{4 \eta_{2}}\right) . \tag{71}
\end{equation*}
$$

6) Gamma Distribution:

$$
\begin{align*}
\operatorname{Gamma}(x ; \alpha, \beta) & =\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} \exp (-\beta x)  \tag{72a}\\
\text { Support: } x & \in(0,+\infty)  \tag{72b}\\
\text { Parameter space: } \alpha & \in(0,+\infty), \beta \in(0,+\infty)  \tag{72c}\\
\eta & =\left(\eta_{1}, \eta_{2}\right)  \tag{72d}\\
\eta_{1} & =\alpha-1  \tag{72e}\\
\eta_{2} & =-\beta  \tag{72f}\\
A(\eta) & =\log \Gamma\left(\eta_{1}+1\right)-\left(\eta_{1}+1\right) \log \left(-\eta_{2}\right)  \tag{72g}\\
\nabla_{\eta} A & =\left(\frac{\partial A}{\partial \eta_{1}}, \frac{\partial A}{\partial \eta_{2}}\right)  \tag{72h}\\
\frac{\partial A}{\partial \eta_{1}} & =\psi\left(\eta_{1}+1\right)-\log \left(-\eta_{2}\right)  \tag{72i}\\
\frac{\partial A}{\partial \eta_{2}} & =-\frac{\eta_{1}+1}{\eta_{2}}  \tag{72j}\\
h(x) & =1  \tag{72k}\\
\mathbb{E}[h(x)] & =1  \tag{721}\\
T(x) & =(\log (x), x) \tag{72m}
\end{align*}
$$

To solve the system of equations $\nabla_{\eta^{L}} A=Y$, first let $Z=\log \left(Y_{2}\right)-Y_{1}$ and $u=\eta_{1}+1$. Then solve $\psi(u)-\log (u)+Z=0$ numerically and obtain

$$
\begin{align*}
\eta_{1}^{L} & =u-1,  \tag{73a}\\
\eta_{2}^{L} & =-\frac{u}{Y_{2}} \tag{73b}
\end{align*}
$$

7) Inverse Gamma Distribution:

$$
\begin{align*}
\operatorname{IGamma}(x ; \alpha, \beta) & =\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{-\alpha-1} \exp \left(-\frac{\beta}{x}\right)  \tag{74a}\\
\text { Support: } x & \in(0,+\infty)  \tag{74b}\\
\text { Parameter space: } \alpha & \in(0,+\infty), \beta \in(0,+\infty)  \tag{74c}\\
\eta & =\left(\eta_{1}, \eta_{2}\right)  \tag{74d}\\
\eta_{1} & =-\alpha-1  \tag{74e}\\
\eta_{2} & =-\beta  \tag{74f}\\
A(\eta) & =\log \Gamma\left(-\eta_{1}-1\right)-\left(-\eta_{1}-1\right) \log \left(-\eta_{2}\right)  \tag{74~g}\\
\nabla_{\eta} A & =\left(\frac{\partial A}{\partial \eta_{1}}, \frac{\partial A}{\partial \eta_{2}}\right)  \tag{74h}\\
\frac{\partial A}{\partial \eta_{1}} & =-\psi\left(-\eta_{1}-1\right)+\log \left(-\eta_{2}\right)  \tag{74i}\\
\frac{\partial A}{\partial \eta_{2}} & =\frac{\eta_{1}+1}{\eta_{2}}  \tag{74j}\\
h(x) & =1  \tag{74k}\\
\mathbb{E}[h(x)] & =1  \tag{741}\\
T(x) & =\left(\log (x), \frac{1}{x}\right) \tag{74m}
\end{align*}
$$

To solve the system of equations $\nabla_{\eta^{L}} A=Y$ first let $Z=\log \left(Y_{2}\right)+Y_{1}$ and $u=-\eta_{1}-1$. Then solve $\psi(u)+\log (u)-Z=0$ numerically and obtain

$$
\begin{align*}
\eta_{1}^{L} & =-u-1  \tag{75a}\\
\eta_{2}^{L} & =-\frac{u}{Y_{2}} \tag{75b}
\end{align*}
$$

8) Univariate Gaussian Distribution:

$$
\begin{align*}
\mathcal{N}\left(x ; \mu, \sigma^{2}\right) & =\frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-\frac{1}{2 \sigma^{2}}(x-\mu)^{2}\right)  \tag{76a}\\
\text { Support: } x & \in \mathbb{R}  \tag{76b}\\
\text { Parameter space: } \sigma & \in(0,+\infty), \mu \in \mathbb{R}  \tag{76c}\\
\eta & =\left(\eta_{1}, \eta_{2}\right)  \tag{76d}\\
\eta_{1} & =\frac{\mu}{\sigma^{2}}  \tag{76e}\\
\eta_{2} & =-\frac{1}{2 \sigma^{2}}  \tag{76f}\\
A(\eta) & =-\frac{\eta_{1}^{2}}{4 \eta_{2}}-\frac{1}{2} \log \left(-2 \eta_{2}\right)  \tag{76~g}\\
\nabla_{\eta} A & =\left(\frac{\partial A}{\partial \eta_{1}}, \frac{\partial A}{\partial \eta_{2}}\right)  \tag{76h}\\
\frac{\partial A}{\partial \eta_{1}} & =-\frac{\eta_{1}}{2 \eta_{2}}  \tag{76i}\\
\frac{\partial A}{\partial \eta_{2}} & =\frac{\eta_{1}^{2}}{4 \eta_{2}^{2}}-\frac{1}{2 \eta_{2}}  \tag{76j}\\
h(x) & =\frac{1}{\sqrt{2 \pi}}  \tag{76k}\\
\mathbb{E}[h(x)] & =\frac{1}{\sqrt{2 \pi}}  \tag{761}\\
T(x) & =\left(x, x^{2}\right) \tag{76m}
\end{align*}
$$

Solution to the system of equations $\nabla_{\eta^{L}} A=Y$ is given by

$$
\begin{align*}
\eta_{2}^{L} & =\frac{-2}{Y_{2}-Y_{1}^{2}},  \tag{77a}\\
\eta_{1}^{L} & =-2 Y_{1} \eta_{2}^{L} . \tag{77b}
\end{align*}
$$

9) Multivariate Gaussian Distribution:

$$
\begin{align*}
\mathcal{N}(x ; m, P) & =(2 \pi)^{-\frac{k}{2}}|P|^{-\frac{1}{2}} \exp \left(-\frac{1}{2}(x-m)^{\mathrm{T}} P^{-1}(x-m)\right)  \tag{78a}\\
\text { Support: } x & \in \mathbb{R}^{k}  \tag{78b}\\
\text { Parameter space: } P & \in \mathbb{R}^{k \times k} \text { and } P=P^{\mathrm{T}} \succ 0, \mu \in \mathbb{R}^{k}  \tag{78c}\\
\eta & =\left(\eta_{1}, \eta_{2}\right)  \tag{78d}\\
\eta_{1} & =P^{-1} m  \tag{78e}\\
\eta_{2} & =-\frac{1}{2} P^{-1}  \tag{78f}\\
A(\eta) & =-\frac{1}{4} \eta_{1}^{\mathrm{T}} \eta_{2}^{-1} \eta_{1}-\frac{1}{2} \log \left|-2 \eta_{2}\right|  \tag{78~g}\\
\nabla_{\eta} A & =\left(\frac{\partial A}{\partial \eta_{1}}, \frac{\partial A}{\partial \eta_{2}}\right)  \tag{78h}\\
\frac{\partial A}{\partial \eta_{1}} & =-\frac{1}{2} \eta_{1}^{\mathrm{T}} \eta_{2}^{-1}  \tag{78i}\\
\frac{\partial A}{\partial \eta_{2}} & =\frac{1}{4} \eta_{2}^{-\mathrm{T}} \eta_{1} \eta_{1}^{\mathrm{T}} \eta_{2}^{-\mathrm{T}}-\frac{1}{2} \eta_{2}^{-1}  \tag{78j}\\
h(x) & =(2 \pi)^{-k / 2}  \tag{78k}\\
\mathbb{E}[h(x)] & =(2 \pi)^{-k / 2}  \tag{781}\\
T(x) & =\left(x, x x^{\mathrm{T}}\right) \tag{78m}
\end{align*}
$$

Solution to system of equations $\nabla_{\eta^{L}} A=Y$ is given by

$$
\begin{align*}
& \eta_{2}^{L}=-\frac{1}{2}\left(Y_{2}-Y_{1}^{\mathrm{T}} Y_{1}\right)^{-1},  \tag{79}\\
& \eta_{1}^{L}=\left(-2 Y_{1} \eta_{2}^{L}\right)^{\mathrm{T}} \tag{80}
\end{align*}
$$

10) Gaussian Gamma Distribution:

$$
\text { GaussianGamma } \left.\left.\left.\begin{array}{rl}
(x, \tau ; \mu, \lambda, \alpha, \beta) & =\mathcal{N}\left(x ; \mu, \frac{1}{\lambda \tau}\right) \operatorname{Gamma}(\tau ; \alpha, \beta) \\
\text { Support: } x & \in \mathbb{R}, \tau \in(0,+\infty) \\
\text { Parameter space: } \alpha & \in(0,+\infty), \beta \in(0,+\infty), \lambda \in(0,+\infty), \mu \in \mathbb{R} \\
\eta_{1} & =\alpha-\frac{1}{2} \\
\eta_{2} & =-\beta-\frac{\lambda \mu^{2}}{2} \\
\eta_{3} & =\lambda \mu \\
\eta_{4} & =-\frac{\lambda}{2} \\
A(\eta) & =\log \Gamma\left(\eta_{3}, \eta_{4}\right) \\
\nabla_{\eta} A & =\left(\frac{\partial A}{2 \eta_{1}}, \frac{\partial A}{\partial \eta_{2}}, \frac{\partial A}{\partial \eta_{3}}, \frac{\partial A}{\partial \eta_{4}}\right) \\
\frac{\partial A}{\partial \eta_{1}} & =\psi\left(\eta_{1}+\frac{1}{2}\right)-\log \left(-\eta_{2}+\frac{\eta_{3}^{2}}{4 \eta_{4}}\right) \\
\frac{\partial A}{\partial \eta_{2}} & =-\frac{\eta_{1}+\frac{1}{2}}{-\eta_{2}+\frac{\eta_{3}^{2}}{4 \eta_{4}}} \\
\frac{\partial A}{\partial \eta_{3}} & =-\frac{2 \eta_{3}+\left(\eta_{1}+\frac{1}{2}\right)}{4 \eta_{4}\left(-\eta_{2}+\frac{\eta_{3}^{2}}{4 \eta_{4}}\right)} \\
\frac{\partial A}{\partial \eta_{4}} & =\frac{\eta_{3}^{2}\left(\eta_{1}+\frac{1}{2}\right)}{4 \eta_{4}^{2}\left(-\eta_{2}+\frac{\eta_{3}^{2}}{4 \eta_{4}}\right)}-\frac{1}{2 \eta_{4}} \\
h(x) & =\frac{1}{\sqrt{2 \pi}} \\
\mathbb{E}[h(x)] & =\frac{1}{\sqrt{2 \pi}} \\
T(x) & =\left(\log _{(\tau)}\right. \\
\hline \tag{81q}
\end{array}, \tau, \tau x, \tau x^{2}\right)+\frac{\eta_{3}^{2}}{4 \eta_{4}}\right)\right)
$$

To solve the system of equations $\nabla_{\eta^{L}} A=Y$ first let $Z=\log \left(-Y_{2}\right)-Y_{1}$ and $u=\eta_{1}+\frac{1}{2}$. Then solve $\psi(u)-\log (u)+Z=0$ numerically and obtain

$$
\begin{align*}
\eta_{1}^{L} & =u-\frac{1}{2}  \tag{82a}\\
\eta_{4}^{L} & =-\frac{1}{2}\left(\frac{Y_{3}^{2}}{Y_{2}}+Y_{4}\right)^{-1},  \tag{82b}\\
\eta_{3}^{L} & =\frac{2 \eta_{4} Y_{3}}{Y_{2}}  \tag{82c}\\
\eta_{2}^{L} & =\frac{\eta_{3}^{2}}{4 \eta_{4}}+\frac{\eta_{1}+\frac{1}{2}}{Y_{2}} \tag{82~d}
\end{align*}
$$

11) Dirichlet distribution:

$$
\begin{equation*}
\operatorname{Dir}_{K}(x ; \alpha)=\frac{1}{\mathrm{~B}(\alpha)} \prod_{i=1}^{K} x_{i}^{\alpha_{i}-1} \tag{83a}
\end{equation*}
$$

$$
\begin{equation*}
\text { Support: } x_{i} \in[0,1] \text { for } i=1 \cdots K \text { and } \sum_{i=1}^{K} x_{i}=1 \tag{83b}
\end{equation*}
$$

Parameter space: $\alpha_{i}>0$ and $K \geq 2$

The system of equations $\nabla_{\eta^{L}} A=Y$ can be solved using a numerical method such as newton method where the Hessian is given by,

$$
\begin{align*}
\frac{\partial^{2} A}{\partial \eta_{i}^{2}} & =\psi^{(1)}\left(\eta_{i}+1\right)-\psi^{(1)}\left(\sum_{k=1}^{K}\left(\eta_{k}+1\right)\right)  \tag{84a}\\
\frac{\partial^{2} A}{\partial \eta_{i j}} & =-\psi^{(1)}\left(\sum_{k=1}^{K}\left(\eta_{k}+1\right)\right) \tag{84b}
\end{align*}
$$

12) Wishart Distribution:

$$
\begin{align*}
\mathcal{W}_{d}(X ; n, V) & =\frac{|X|^{\frac{1}{2}(n-d-1)} \exp \operatorname{Tr}\left(-\frac{1}{2} V^{-1} X\right)}{2^{\frac{1}{2} n d} \Gamma_{d}\left(\frac{1}{2} n\right)|V|^{\frac{1}{2} n}}  \tag{85a}\\
\text { Support: } X & \in \mathbb{R}^{d \times d} \text { and } X=X^{\mathrm{T}} \succ 0  \tag{85b}\\
\text { Parameter space: } V & \in \mathbb{R}^{d \times d} \text { and } V=V^{\mathrm{T}} \succ 0, n \geq d  \tag{85c}\\
\eta & =\left(\eta_{1}, \eta_{2}\right)  \tag{85d}\\
\eta_{1} & =\frac{1}{2}(n-d-1)  \tag{85e}\\
\eta_{2} & =-\frac{1}{2} V^{-1}  \tag{85f}\\
A(\eta) & =-\left(\eta_{1}+\frac{d+1}{2}\right) \log \left|-\eta_{2}\right|+\log \Gamma_{d}\left(\eta_{1}+\frac{d+1}{2}\right)  \tag{85g}\\
\nabla_{\eta} A & =\left(\frac{\partial A}{\partial \eta_{1}}, \frac{\partial A}{\partial \eta_{2}}\right)  \tag{85h}\\
\frac{\partial A}{\partial \eta_{1}} & =-\log \left|-\eta_{2}\right|+\psi_{d}\left(\eta_{1}+\frac{d+1}{2}\right)  \tag{85i}\\
\frac{\partial A}{\partial \eta_{2}} & =-\left(\eta_{1}+\frac{d+1}{2}\right) \eta_{2}^{-1}  \tag{85j}\\
h(x) & =1  \tag{85k}\\
\mathbb{E}[h(x)] & =1  \tag{851}\\
T(x) & =(\log |X|, X) \tag{85m}
\end{align*}
$$

To solve the system of equations $\nabla_{\eta^{L}} A=Y$ first let $Z=\log \left|Y_{2}\right|-Y_{1}$ and $u=\eta_{1}+\frac{d+1}{2}$. Then solve $\psi_{d}(u)-d \log (u)+Z=0$ numerically and obtain

$$
\begin{align*}
& \eta_{1}^{L}=u-\frac{d+1}{2}  \tag{86a}\\
& \eta_{2}^{L}=-u Y_{2}^{-1} \tag{86b}
\end{align*}
$$

13) Inverse Wishart Distribution:

$$
\begin{align*}
&{\mathcal{I} \mathcal{W}_{d}(X ; \nu, \Psi)}=\frac{|\Psi|^{\frac{1}{2}(\nu-d-1)} \exp \operatorname{Tr}\left(-\frac{1}{2} \Psi X^{-1}\right)}{2^{\frac{1}{2}(\nu-d-1) d} \Gamma_{d}\left(\frac{1}{2}(\nu-d-1)\right)|X|^{\frac{1}{2} \nu}}  \tag{87a}\\
& \text { Support: } X \in \mathbb{R}^{d \times d} \text { and } X=X^{\mathrm{T}} \succ 0  \tag{87b}\\
& \text { Parameter space: } \nu>2 d \Psi \in \mathbb{R}^{d \times d}, \Psi=\Psi^{\mathrm{T}} \succ 0  \tag{87c}\\
& \eta=\left(\eta_{1}, \eta_{2}\right)  \tag{87d}\\
& \eta_{1}=-\frac{1}{2} \nu  \tag{87e}\\
& \eta_{2}=-\frac{1}{2} \Psi  \tag{87f}\\
& A(\eta)=\left(\eta_{1}+\frac{d+1}{2}\right) \log \left|-\eta_{2}\right|+\log \Gamma_{d}\left(-\eta_{1}-\frac{d+1}{2}\right)  \tag{87g}\\
& \nabla_{\eta} A=\left(\frac{\partial A}{\partial \eta_{1}}, \frac{\partial A}{\partial \eta_{2}}\right)  \tag{87h}\\
& \frac{\partial A}{\partial \eta_{1}}=\log \left|-\eta_{2}\right|-\psi_{d}\left(-\eta_{1}-\frac{d+1}{2}\right)  \tag{87i}\\
& \frac{\partial A}{\partial \eta_{2}}=\left(\eta_{1}+\frac{d+1}{2}\right) \eta_{2}^{-1}  \tag{87j}\\
& h(x)=1  \tag{87k}\\
& \mathbb{E}[h(x)]=1  \tag{871}\\
& T(x)=\left(\log |X|, X^{-1}\right) \tag{87m}
\end{align*}
$$

To solve the system of equations $\nabla_{\eta^{L}} A=Y$ first let $Z=-\log \left(Y_{2}\right)-Y_{1}$ and $u=-\eta_{1}-\frac{d+1}{2}$. Then solve $-\psi_{d}(u)+d \log (u)+$ $Z=0$ numerically and obtain

$$
\begin{align*}
& \eta_{1}^{L}=-u-\frac{d+1}{2}  \tag{88a}\\
& \eta_{2}^{L}=-u Y_{2}^{-1} \tag{88b}
\end{align*}
$$

14) Gaussian Inverse Wishart Distribution:

$$
\begin{align*}
\text { GIW }(x, X ; m, P, \nu, \Psi) & =\mathcal{N}(x ; m, P) \mathcal{I} \mathcal{W}_{d}(X ; \nu, \Psi)  \tag{89a}\\
\text { Support: } x & \in \mathbb{R}^{k}, X \in \mathbb{R}^{d \times d} \text { and } X=X^{\mathrm{T}} \succ 0  \tag{89b}\\
\text { Parameter space: } \nu & >2 d \Psi \in \mathbb{R}^{d \times d}, \Psi=\Psi^{\mathrm{T}} \succ 0, P \in \mathbb{R}^{k \times k} \text { and } P=P^{\mathrm{T}} \succ 0, \mu \in \mathbb{R}^{k}  \tag{89c}\\
\eta & =\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)  \tag{89d}\\
\eta_{1} & =-\frac{1}{2} \nu  \tag{89e}\\
\eta_{2} & =-\frac{1}{2} \Psi  \tag{89f}\\
\eta_{3} & =P^{-1} m  \tag{89~g}\\
\eta_{4} & =-\frac{1}{2} P^{-1}  \tag{89h}\\
A(\eta) & =\left(\eta_{1}+\frac{d+1}{2}\right) \log \left|-\eta_{2}\right|+\log \Gamma_{d}\left(-\eta_{1}-\frac{d+1}{2}\right)-\frac{1}{4} \eta_{3}^{\mathrm{T}} \eta_{4}^{-1} \eta_{3}-\frac{1}{2} \log \left|-2 \eta_{4}\right|  \tag{89i}\\
\nabla \eta_{\eta} A & =\left(\frac{\partial A}{\partial \eta_{1}}, \frac{\partial A}{\partial \eta_{2}}, \frac{\partial A}{\partial \eta_{3}}, \frac{\partial A}{\partial \eta_{4}}\right)  \tag{89j}\\
\frac{\partial A}{\partial \eta_{1}} & =\log \left|-\eta_{2}\right|-\psi_{d}\left(-\eta_{1}-\frac{d+1}{2}\right)  \tag{89k}\\
\frac{\partial A}{\partial \eta_{2}} & =\left(\eta_{1}+\frac{d+1}{2}\right) \eta_{2}^{-1}  \tag{891}\\
\frac{\partial A}{\partial \eta_{3}} & =-\frac{1}{2} \eta_{3}^{\mathrm{T}} \eta_{4}^{-1}  \tag{89m}\\
\frac{\partial A}{\partial \eta_{4}} & =\frac{1}{4} \eta_{4}^{-\mathrm{T}} \eta_{1} \eta_{3}^{\mathrm{T}} \eta_{4}^{-\mathrm{T}}-\frac{1}{2} \eta_{4}^{-1}  \tag{89n}\\
h(x) & =(2 \pi)^{-k / 2}  \tag{89o}\\
\mathbb{E}[h(x)] & =(2 \pi)^{-k / 2}  \tag{89p}\\
T(x) & =\left(\log |X|, X^{-1}, x, x x^{\mathrm{T}}\right) \tag{89q}
\end{align*}
$$

To solve the system of equations $\nabla_{\eta^{L}} A=Y$ first let $Z=-\log \left(Y_{2}\right)-Y_{1}$ and $u=-\eta_{1}-\frac{d+1}{2}$. Then solve $-\psi_{d}(u)+d \log (u)+$ $Z=0$ numerically and obtain

$$
\begin{align*}
\eta_{1}^{L} & =-u-\frac{d+1}{2}  \tag{90a}\\
\eta_{2}^{L} & =-u Y_{2}^{-1}  \tag{90b}\\
\eta_{3}^{L} & =-\frac{1}{2}\left(Y_{4}-Y_{3}^{\mathrm{T}} Y_{3}\right)^{-1}  \tag{90c}\\
\eta_{4}^{L} & =\left(-2 Y_{3} \eta_{4}^{L}\right)^{\mathrm{T}} \tag{90d}
\end{align*}
$$



## Sammanfattning <br> Abstract

Many estimation problems require a mixture reduction algorithm with which an increasing number of mixture components are reduced to a tractable level. In this technical report a discussion on different aspects of mixture reduction is given followed by a presentation of numerical simulation on reduction of mixture densities where the component density belongs to the exponential family of distributions.
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