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Abstract—In this work we consider a target tracking scenario where a moving observer with a bearings-only sensor is tracking a target. The tracking performance is highly dependent on the trajectory of the sensor platform, and the problem is to determine how it should maneuver for optimal tracking performance. The problem is considered as a stochastic optimal control problem and a number of sub-optimal control strategies are presented based on the Information filter and the determinant of the information matrix as the optimization objective. Using the determinant of the information matrix as an objective function in the planning problem is equivalent to using differential entropy of the posterior target density when it is Gaussian. For the non-Gaussian case, an approximation of the differential entropy of a density represented by a particle mixture is proposed. Furthermore, a gradient approximation of the differential entropy is derived and used in a stochastic gradient search algorithm applied to the planning problem.

The optimal observer trajectory is in [16] computed by maximizing mutual information. Dynamic programming is used to minimize the determinant of the error covariance of a target with linear dynamics over the entire measurement sequence from a bearing-only sensor. Furthermore an enumeration brute force method with optimal pruning is developed for minimizing the trace of final target error covariance. The Fisher information matrix (FIM) is in [23] used as the objective function. The optimization is done in a dynamic programming framework, where target and observer are modeled as Markov chains. The resulting problem is a Partially Observable Markov Decision Problem (POMDP) for determining the optimal control law of the observer. The computational complexity is very large and only very small problems can be addressed. In [10] and [11] different information-theoretic distributed control architectures for searching and localizing targets are proposed. [10] is using an Information filter framework similar to our approach, and [11] is using the mutual information computed from a particle set representing the target density.

As in our work, [20] uses a Stochastic Approximation (SA) approach to solve an observer trajectory planning problem where the gradient is estimated from a particle mixture. In [18], SA algorithms and particle filters are used in a similar manner to our work for maximum likelihood parameter estimation.

We note that most approaches in this research area are based on some kind of measure from information theory. FIM, CRLB, mutual information, and entropy are all strongly related. Furthermore, similar problem definitions can be found under a broad range of different terms, among others, “sensor scheduling”, “target motion analysis”, and, “observer trajectory planning”.

Outline

In Section 2 we define the problem of planning for optimal estimation (tracking) performance used in this paper. System and observation models are defined and a general optimization problem is formed that must be solved for optimal estimation performance. In Section 3 the general estimation equations are introduced. These equations are fundamental in all target tracking and estimation applications. The general
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1. INTRODUCTION

Optimal trajectory for bearings-only tracking is a classical nonlinear estimation problem. The problem is to estimate the state of a target given a number of noisy measurements. The sensor platform is free to maneuver, and the problem is to find the optimal trajectory that maximizes the tracking and estimation performance.
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planning problem is then discussed from a stochastic optimal control point of view, and two well known sub-optimal approaches are introduced.

The estimation performance measure is the main subject of this paper, in particular we investigate two information measures. In Section 4 a linearized version of the problem is considered and the resulting EKF filter is combined with an information matrix criterion. In Section 6 the more general Particle filter is used as the estimator and this requires another choice of information measure. This measure is an approximation of the differential entropy derived in Section 5 and a stochastic gradient algorithm is proposed. Finally, conclusions are drawn in Section 7.

2. Optimal Trajectory for Bearings-only Localization

In this section we define the problem of planning for optimal estimation performance used in this paper. The task is to localize a nearly stationary feature with a bearings-only sensor. The sensor is attached to a platform moving in the $xy$-plane with constant speed. The proposed planning problem is a simplified target tracking scenario, but it still contains important and interesting aspects of a general target tracking problem.

The target is assumed to be a slowly moving target and modeled as a random walk

$$x_{k+1} = f(x_k, w_k) = x_k + w_k$$

where the state $x_k = (\eta_k, \xi_k)^T$ is the position of the target and the process noise is $w_k \sim \mathcal{N}(0, Q)$.

The state elements of the sensor platform state vector $x^s$ are the position and the heading, $x^s_k = (\eta^s_k, \xi^s_k, \psi^s_k)^T$. The dynamic model is a basic constant speed model with rate of change of heading $u_k = \omega_k$ as the control signal. Thus, the dynamic model is given as

$$x^s_{k+1} = f^s(x^s_k, u_k) = x^s_k + \begin{pmatrix} v \cos(\psi^s_k) \\ v \sin(\psi^s_k) \\ \omega_k T \end{pmatrix}$$

where $T$ is the sampling time and $v$ is the speed. Note that the sensor platform model is deterministic and that we always have perfect state information about $x^s_k$. This means that we assume that we have neither disturbances nor navigation error.

The observation model is the relative angle between the sensor platform and the target, i.e.,

$$y_k = h(x_k, x^s_k, e_k) = \arctan_2(\xi_k - \xi^s_k, \eta_k - \eta^s_k) + e_k$$

where $e_k$ is the measurement noise modeled as $e_k \sim \mathcal{N}(0, R)$.

In the planning problem we search for a control input sequence

$$\pi^{M-1} \triangleq \{u_k\}_{k=1}^{M-1}$$

that minimizes some expected loss. Constraints on the control signal are defined by the set $U$, in this work we assume that

$$U = \{u \mid -u_{\text{max}} \leq u \leq u_{\text{max}}\}.$$

The loss function $L(x_M)$ is a function of a random variable

$$x_M \sim p(x_M|I^0)$$

where $I^0$ represents all information, e.g. measurements, received up to time 0, and $I^M$ is a random variable representing all future information that will be received up to time $M$. The target density $p(x_k|I^k)$ is computed by an estimator, the target tracker, see the estimation theory section below. Thus, the loss function maps a target state to a scalar metric usable in an optimization framework.

To keep notation as simple as possible, we always assume that the planning is performed at time $k = 0$. Thus, in case of replanning the time index is reset and the time for the replanning is 0.

The general planning problem can now be defined as

$$\min_{\pi^{M-1}} E[L(x_M)|I^0]$$

s.t. $u_k \in U$

$$x_{k+1} = f(x_k, w_k)$$

$$x_0 \sim p(x_0|I^0)$$

$$w_k \sim \mathcal{N}(0, Q)$$

$$x^s_{k+1} = f^s(x^s_k, u_k)$$

$$x^s_0 = x^s_0$$

$$y_k = h(x_k, x^s_k, e_k)$$

$$e_k \sim \mathcal{N}(0, R).$$

3. Estimation Theory and Stochastic Optimal Control

In this section we present some background theory fundamental for our work. First we give some fundamental results in estimation theory that are the base in target tracking algorithms. Since we consider the planning problem as a stochastic control problem we also give a brief introduction to stochastic control theory. In particular, the terminal stochastic control problem is considered and two sub-optimal approaches, Certainty Equivalence Control (CEC) and open-loop feedback control (OLFC), are introduced. In Section 4 these approaches will be applied to our planning problem.

The discussion in this background section is on a rather general level. Thus, the variables and functions are also general despite similar names as in other parts of this paper.

$^1$The lower-case $x$ is here a random variable. The notation may be unclear, the actual meaning of a variable, random or non-random, is given by the context.
General Estimation Theory

Consider a rather general dynamic model defined as

\[ x_{k+1} \sim p(x_{k+1} | x_k) \]  \hspace{1cm} (7)

where \( x_k \) is the state. Furthermore, let the observation model be defined as

\[ y_k \sim p(y_k | x_k) \]  \hspace{1cm} (8)

and let \( Y^k = \{ y_1, y_2, \ldots, y_k \} \) be the set of all observations up to time \( k \). The general state estimator is derived from Bayes rule

\[ p(x | y) = \frac{p(x)p(y | x)}{p(y)} \]  \hspace{1cm} (9)

and can be expressed as the recursive update formula

\[ p(x_k | Y^k) = p(x_k | y_k, Y^{k-1}) = \alpha_k^{-1} p(y_k | x_k) p(x_k | Y^{k-1}) \]  \hspace{1cm} (10)

and the one step ahead prediction

\[ p(x_{k+1}|Y^k) = \int p(x_{k+1} | x_{k+1}) p(x_k | Y^{k-1}) dx_{k+1}. \]  \hspace{1cm} (11)

The normalizing factor \( \alpha_k \) is

\[ \alpha_k = p(y_k | Y^{k-1}) = \int p(y_k | x_k) p(x_k | Y^{k-1}) dx_k. \]  \hspace{1cm} (12)

However, there are only a few cases when it is possible to derive analytic solutions of these equations. One case is the linear Gaussian case, leading to the well known Kalman filter and the Information filter [13]. In the general case, numeric approximations are necessary and one popular technique is to approximate the density \( p(x_k | Y^k) \) by a particle mixture, containing \( N \) particles \( \{ x_{k|i}^{(i)} \}_{i=1}^N \) with associated weights \( \{ w_{k|i}^{(i)} \}_{i=1}^N \), as

\[ p(x_k | Y^k) \approx \sum_{i=1}^N w_{k|i}^{(i)} \delta(x_k - x_{k|i}^{(i)}) \]  \hspace{1cm} (13)

where \( \delta(\cdot) \) is the Dirac delta function. This approximation leads to the Particle filter (PF) [9] [6], and it can be shown that the larger the number of particles is, the better the approximation will be.

Finite Horizon Stochastic Optimal Control

The information gathering problem of a platform with a bearings-only sensor can be viewed as a terminal stochastic control problem. See [3] for a more detailed presentation of stochastic optimal control.

Consider a system where the state evolves as the discrete-time stochastic system

\[ x_{k+1} = f(x_k, u_k, w_k) \]  \hspace{1cm} (14)

where \( k = 0, 1, \ldots, M - 1 \) is the time, and \( w_k \) represents the random disturbances and \( u_k \) is a control signal. From the system, only imperfect information of the state is available through the observations

\[ y_k = h(x_k, e_k) \]  \hspace{1cm} (15)

where \( e_k \) represents the random errors in the observations. Now the objective function is naturally described as a function of the final state. In some cases additional loss on the way is necessary to consider, but we ignore that in this work.

The information available for the controller at time \( k \) is

\[ I_k = \{ x_0, y_1, u_1, \ldots, y_{k-1}, u_{k-1} \}, \]  \hspace{1cm} (16)

i.e., the initial state and the history of all previous control and measurements. An admissible control law can then be defined as a function of available information, i.e.,

\[ \pi^{M-1} = \{ u_1(I^0), u_2(I^1), \ldots, u_{M-1}(I^{M-2}) \}. \]  \hspace{1cm} (17)

The planning problem is now represented by (14), (15) and the expected loss, i.e.,

\[ \min_{\pi^{M-1}} J(x_0, \pi^{M-1}) = E[L_M(x_M) | I^0] \]  \hspace{1cm} (18)

subject to

\[ u_k \in U, \]  \hspace{1cm} (19)

\[ y_k = h(x_k, e_k). \]  \hspace{1cm} (20)

This is a terminal information form version of the finite horizon stochastic optimal control problem [3].

At the core of optimal stochastic control is the “principle of optimality”. As stated by Bellman: “Whatever any initial states and decision [or control law] are, all remaining decision must constitute an optimal policy with regard to the state which results from the first decision” [1]. The dynamic programming algorithm is based on the principle of optimality. First the optimal problem for the last stage is solved and then the extended problem with the last two stages is solved, and so on until the entire problem is solved. However, in general it is often impossible to find closed form solutions even to the small sub-problem at each stage. A standard solution is to search for approximate numerical solutions by discretizing the problem, but as Bellman observed this method is susceptible to the “curse of dimensionality” where larger problems are prohibitive both computationally and in required memory storage.

An optimal feedback control law will not only steer the system in accordance with the reference signal. In addition, the control law will show probing and caution behavior. Probing represents actions to enhance estimation precision in order to improve overall performance in the future. Caution is acting so as to minimize the consequences of erroneous assumptions about the state of the environment. Both these components are often in conflict with the error reducing part of the control law and control laws including this compromise are denoted dual control. The dual control problem was first discussed by Feldbaum [8].
Partially Observable Markov Decision Problems (POMDP) have received much attention during the recent years. Typically the state space, action space, observation space, and planning horizon are all finite and the solution becomes a piecewise-linear and convex function over the belief space. The first algorithm for an exact solution to POMDP was given by Sondik in [21]. More efficient algorithms have been developed [12] and during the last years, many approximative methods have been proposed to handle the complexity of POMDPs, but still only rather small problems can be handled.

Certainty Equivalence Control

For linear quadratic Gaussian (LQG) problems it is possible to find a closed form solution to the general Dynamic Programming problem. The solution of the LQG problem can be separated into two stages, first an estimation part, and second solving a non-stochastic optimization problem. This separation is very convenient and is called the certainty equivalence principle. However, for general problems this principle does not hold.

A popular suboptimal control scheme is to use Assumed Certainty Equivalence (ACE), i.e., to assume that the certainty equivalence principle is holding and consider the estimation and the control independently. The Certainty Equivalent Control (CEC) can be summarized as follows: Given an information vector $I^0$, an estimator produces a typical value of the state and the disturbance

$$\hat{x}_0 = E[x_0|I^0], \quad \hat{w}_k = E[w_k|x_k, u_k],$$

respectively. The problem to solve is then a perfect information problem, i.e., the deterministic version of (18),

$$\min_{\pi_{M-1}} L_M(x_M) \quad \text{s.t.} \quad u_k \in \mathcal{U}$$

$$x_0 = \hat{x}_0(I^0)$$

$$x_{k+1} = f(x_k, u_k, \hat{w}_k(x_k, u_k))$$

and use the first element in the control sequence as control input, and then repeat. Time 0 is always the time when the planning is performed.

A problem with ACE is that dual control properties such as probing and caution are missing. Thus, ACE is not well suited for sensor planning problems since Certainty Equivalent Control (CEC) will not take the possible future information profit into account.

Open-loop Feedback Control

Another approximation is open-loop feedback control (OLFC). Unlike the CEC which computes the estimate $\hat{x}$, OLFC is instead computing the probability distribution $p(x_k|I_k)$ and thus taking the uncertainty about $x_k$ and the disturbances into account. However, OLFC is very “pessimistic” since it selects control input as if no further information will be received. Hence, the name is OLFC since the method is performing feedback from the current measurement, but is assuming open loop control over the remaining steps.

The OLFC method contains the following steps. First compute the conditional probability distribution $p(x_0|I_0)$. Then find a control sequence that solves the problem

$$\min_{\pi_{M-1}} E[L_M(x_M)]$$

s.t. \quad $u_k \in \mathcal{U}$

$$x_0 \sim p(x_0|I_0)$$

$$x_{k+1} = f(x_k, u_k, w_k(x_k, u_k))$$

Use the first element in the control signal as the control input, and then repeat. As before, time 0 is always the time when the planning is performed.

4. AN INFORMATION FILTER APPROACH

In this section we use the information form of the well known Extended Kalman filter to implement a sub-optimal CEC planner. An advantage of this approach is that the resulting optimization problem is deterministic.

The Information Filter

The Kalman filter is the optimal filter, in the minimum square error sense, for linear systems (14) and (15) with Gaussian noises $w$ and $e$. The Kalman filter maintains a state vector $\hat{x}_k$ and its covariance matrix $P_k$. The Information filter [13] is equivalent to the Kalman filter, but instead of maintaining a state vector and a covariance matrix, the information filter maintains the information state $i_k = P_k^{-1} \hat{x}_k$ and the information matrix $\gamma_k = P_k^{-1}$.

A popular approach to handle nonlinear models is a linearized version of the Kalman filter called (Schmidt) Extended Kalman filter (EKF). The EKF is based on a Taylor series expansion of (14) and (15) as

$$F_k = \frac{\partial f(x, 0)}{\partial x} \bigg|_{x = \hat{x}_k}$$

$$G_k = \frac{\partial f(\hat{x}_k, w)}{\partial w} \bigg|_{w = 0}$$

$$H_k = \frac{\partial h(x, 0)}{\partial x} \bigg|_{x = \hat{x}_k}$$

The EKF can also be given in an information form called Extended Information Filter (EIF). The update and prediction equations of the information matrix in an (Extended) Information filter are

$$\gamma_k = \gamma_k + H_k^T R_k^{-1} H_k$$

$$\gamma_{k+1} = (F_k \gamma_k F_k^T + G_k Q_k G_k^T)^{-1}$$

where $R_k$ and $Q_k$ are the covariances of the measurement noise and process noise, respectively. Note that the update step is additive and this is one major reason for the popularity.
of the information form, especially if information from several sensors must be fused in the filter [17]. We also note that in the linear Gaussian case the information matrix is equivalent to the Fisher information matrix that is used for bounding estimation error by the Cramer Rao Lower Bound (CRLB).

**CEC Planner based on Information Filter**

The Information filter is now used to define a CEC version of the planning problem (6). The “quality” of the state estimate is captured by the information matrix $\mathbf{Y}(t) = \mathbf{P}^{-1}_k$, where $\mathbf{P}_k$ is the covariance of the position of the target, i.e.,

$$\mathbf{P}_k = E[(x_k - E x_k)(x_k - E x_k)^T].$$

(27)

In this section we will use a loss function defined as the determinant of the information matrix. The reason for this is, as we will see later in Section 5, that in the Gaussian case, the negative differential entropy is a monotonic function of the determinant of the information matrix. The loss function is then

$$L(X_M) = -\det \mathbf{Y}_M$$

(28)

where the state vector $X_k$ is the augmented vector

$$X = (x^T, (x^s)^T, \mathbf{Y}_{11}, \mathbf{Y}_{12}, \mathbf{Y}_{22})^T$$

(29)

where $\mathbf{Y}_{ij}$ denotes the element of $\mathbf{Y}$ lying on the intersection of the $i$th row and the $j$th column. Note that $\mathbf{Y}_{21}$ is omitted since $\mathbf{Y}$ is symmetric.

The information matrix is updated according to the EIF filter equations in (25). The Jacobian of the observation model (3) is

$$H_k = \nabla_{x_k} h(x_k, x^s_k, 0)\bigg|_{x_k=\hat{x}_k} = \frac{1}{\hat{r}_k} \left[ - (\hat{x}_k - \xi_k), \hat{y}_k - \eta_k \right]$$

(30)

where $\hat{r}_k = \sqrt{(\hat{\eta}_k - \eta_k)^2 + (\hat{\xi}_k - \xi_k)^2}$ is the distance between the sensor and the target.

Thus, the planning problem is

$$\min_{\pi^M} L(X_M) = -\det \mathbf{Y}_M$$

s.t. $u_k \in \mathcal{U}$

$$x_0 = \hat{x}_0$$

$$x_{k+1} = f(x_k, 0)$$

$$x^s_{k+1} = f^s(x_k, u_k)$$

$$y_k = h(x_k, x^s_k, 0)$$

$$\mathbf{Y}_{k+1} = g(\mathbf{Y}_k)$$

(31)

where $g$ is the EIF equations in (25) and (26). To solve this problem we will use a gradient search algorithm that is introduced next. Simulation results are then given after that.

**Gradient Search Algorithm**

Consider the problem of minimizing a loss function $L(\theta)$. Most numerical minimization methods are using an iterative procedure

$$\hat{\theta}^{(k+1)} = \hat{\theta}^{(k)} + a_k g(\hat{\theta}^{(k)})$$

(32)

where $a_k > 0$ is the step size and $g$ is the search direction. One example is the *steepest descent algorithm* where the search direction is determined by the negative gradient

$$g(\theta) = -\frac{\partial L(\theta)}{\partial \theta}.$$  

(33)

There are other methods, e.g. the Newton-method, with faster convergence rate, but they require computation of the Hessian of the loss function and those methods are therefore not considered in this work. Depending on which information of the gradient that is available, the steepest descent methods can be divided into two groups. Either the loss function is known and differentiable and the gradient can be derived analytically or the gradient is not directly available and one has to compute an approximation of the gradient from measurements of the loss function.

**Simulation Result of Information Filter Planner with known Target Position**

Let us first make the unrealistic assumption that the error of the initial target position is zero and that the measurements are perfect, i.e., the target position estimate is the true position. The problem is not stochastic and a deterministic gradient search algorithm will perform well. However, the problem is both non-linear and non-convex so the starting point is important and there is no guarantee that the solution is the global optimum.

In Figure 1 three different simulations with different planning horizon are shown, see Table 1 for simulation parameters. The planning horizon lengths are 1, 4, and 8 sampling periods respectively. Note that replanning is done after the whole previous plan has been executed. In practice, replanning should be done as new information is received. The shortest planning horizon gives a “greedy” and shortsighted behavior of the sensor platform. The path is shaped as a spiral because of the trade-off between maximizing the base-line relative the target and getting closer to the target. However, if the planning horizon is increased, the vehicle initially travels more directly towards the object.

The resulting path of the greedy planner in Figure 1 can be explained by the contour plot in Figure 2. The contour plot shows the “information surface” after the measurement update at the sensor position marked with a star. In other words, given the target estimation covariance shown as a dashed error ellipse, the plot shows the determinant of the information matrix after one new measurement update in a new position. We can see that taking a measurement from a position more perpendicular, with respect to the major ellipse axis, is much better than from a position along the extension of the error
Figure 1. Information filter planning with perfect measurements, i.e., zero estimation error. The trajectory of the sensor platform for three different planning horizon lengths.

Table 1. Parameters of Simulation 1 and 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target position</td>
<td>$x = (0, 0)^T$ [m]</td>
</tr>
<tr>
<td>Initial target covariance</td>
<td>$P = \text{diag}[50^2, 50^2]$</td>
</tr>
<tr>
<td>Initial sensor position</td>
<td>$x_s = (-100, -100)^T$ [m]</td>
</tr>
<tr>
<td>Sensor platform speed</td>
<td>$v = 10$ [m/s]</td>
</tr>
<tr>
<td>Measurement variance</td>
<td>$R = (1\pi/180)^2$ [rad$^2$]</td>
</tr>
<tr>
<td>Process variance</td>
<td>$Q = 0$</td>
</tr>
</tbody>
</table>

ellipse. The greedy planner goes in the direction where the slope of the information surface is the largest.

Simulation Results of CEC Information Filter Planner

In Figure 3, three other simulations, where the position of target is concurrently estimated from the measurements, are shown. The same parameters (Table 1) as in Figure 1 are used. If the estimated position in each planning step is considered as the true position in the planner, then the planning problem is still deterministic. However, even if the global optimum is found, this may not be the best overall solution due to the estimation error.

OLFC Information Filter Planner

The form of the planning problem above is well suited for using with a target tracker maintaining the covariance or information matrix of the target’s position, e.g. Extended Kalman Filter. If the target tracker instead is a Particle filter (PF), then the information matrix first has to be computed from the current PF state with obvious degradation of the information in
We here propose an heuristic approach that can be used with a PF target tracker, but also with an EKF if samples are drawn based on the target covariance. First, select $N$ particles, which represent different hypotheses about the state of the target, and associate a covariance matrix $P^{(i)}$ to each of them. For all of the particles, do the calculations as in the single estimate case and obtain resulting information matrices $Y^{(i)}_M$. Let all particle states be augmented into a new large vector $\chi = ((x^{(1)}_1)^T, (x^{(2)}_1)^T, ..., (x^{(N)}_1)^T)^T$. If all particles are independent, the covariance matrix is a block diagonal matrix

$$\Pi = E[(\chi - E\chi)(\chi - E\chi)^T] = \text{diag}[P^{(1)}, P^{(2)}, ..., P^{(N)}]$$

(34)

and the information matrix is also block diagonal

$$\Omega = \Pi^{-1} = \text{diag}[Y^{(1)}, Y^{(2)}, ..., Y^{(N)}]$$

(35)

where $Y^{(i)} = (P^{(i)})^{-1}$. The loss function is then given as

$$L(X_M) = -\log \det \Omega_M = -\prod_{i=1}^N \log \det Y^{(i)}_M.$$ (36)

Taking the logarithm of the product, we get

$$\ln L(X_M) = -\sum_{i=1}^N \log \det Y^{(i)}_M$$ (37)

that can be used in an equivalent optimization problem, but with better numerical properties.

One question is how the information matrices $Y^{(i)}_0$ should be defined. An ad-hoc proposal is to use the information matrix $\gamma_0$ from the estimator weighted by $1/N$, since the sum of $N$ normal distributed random variables with mean $\mu$ and covariance $P/N$ is distributed as $N(\sum_{i=1}^N \mu_i, \sum_{i=1}^N P/N) = N(\mu, P)$ where $\mu = \sum_{i=1}^N \mu_i$. However, by inspecting (37) we realize that this weight will not affect the result of the optimization problem.

Thus, we have the following optimization problem

$$\min_{s^{[M-1]}} \sum_{i=1}^N \log \det Y^{(i)}_M$$

s.t. $u_k \in U$

$$x_k^{(i)} = f(x_k^{(i)}, u_k^{(i)})$$

$$x_0^{(i)} = p(x_0|P)$$

$$w_k^{(i)} = N(0, Q)$$

$$x_{k+1}^{(i)} = f(x_k^{(i)}, u_k)$$

$$x_0^{(i)} = x_0$$

$$y_k^{(i)} = h(x_k^{(i)}, x_k^e)$$

$$e_k^{(i)} = N(0, R)$$

$$Y_{k+1}^{(i)} = g(Y_k)$$

$$Y_0 = P_0^{-1}/N$$

and, given the samples $x_0^{(i)}, w_k^{(i)}$ and $e_k^{(i)}$, this problem is, like the CEC problem, deterministic.

5. DIFFERENTIAL ENTROPY OF DENSITY REPRESENTED BY A PARTICLE MIXTURE

The CEC Information filter planning problem (31) assumes that the target probability density can be expressed as a Gaussian probability density. We need a more general approach to be able to handle general target probability densities. In this section we introduce the particle mixture density as a flexible tool of representing general densities. We also present some basic information theory and propose differential entropy as a measure of the “quality” of the target state. Unfortunately, it is not straightforward to compute the differential entropy of a density represented by a particle mixture. We propose a method for the computation of the differential entropy that is then, in the next section, applied to the planning problem.
The Particle Filter Equations

In a Particle filter (PF) the target density \( p(x_k|Y^k) \) is approximated by a particle mixture containing \( N \) particles \( \{x_k^{(i)}\}_{i=1}^N \) and associated weights \( \{w_k^{(i)}\}_{i=1}^N \). Thus, at time \( k-1 \) the target density is

\[
p(x_{k-1}|Y^{k-1}) \approx \sum_{i=1}^N w_{k-1}^{(i)} \delta(x_{k-1} - x_k^{(i)}). \tag{39}
\]

Substituting this particle representation of \( p(x_{k-1}|Y^{k-1}) \) into (11), the predicted density \( p(x_k|Y^{k-1}) \) is obtained as

\[
p(x_k|Y^{k-1}) = \sum_{i=1}^N w_k^{(i)} p(x_k|x_k^{(i)}). \tag{40}
\]

One can always get a particle mixture approximation for \( p(x_k|Y^{k-1}) \) as

\[
p(x_k|Y^{k-1}) \approx \sum_{i=1}^N w_k^{(i)} \delta(x_k - x_k^{(i)}) \tag{41}
\]

where \( x_k^{(i)} \) is sampled from \( p(x_k|x_k^{(i)}). \) When the new measurement \( y_k \) comes, the new particles and weights are computed by sampling from an importance density \( \mu(x_k|x_{k-1}^{(i)}, y_k) \) as

\[
x_k^{(i)} \sim \mu(x_k|x_{k-1}^{(i)}, y_k) \tag{42}
\]

\[
w_k^{(i)} \propto p(y_k|x_k^{(i)}) \frac{p(x_k^{(i)}|x_{k-1}^{(i)})}{\mu(x_k^{(i)}|x_{k-1}^{(i)}, y_k)} \tag{43}
\]

where

\[
\sum_{i=1}^N w_k^{(i)} = 1. \tag{44}
\]

Finally, a resampling step is performed to maintain the statistical support. Sampling importance resampling (SIR) is a common standard method, see [2] for details.

Information Theory

Technically, information is a measure of the accuracy to which the value of a stochastic variable is known. This section introduces some important definitions and results from information theory, see e.g. [5] for details. The differential entropy \( H(p(x)) \) of a continuous random variable \( x \) with density \( p(x) \) is defined as

\[
H(p(x)) = -E_x \{ \ln p(x) \} = -\int p(x) \ln p(x) dx. \tag{45}
\]

It can be shown [5] that the differential entropy of a normal distribution, with mean \( \mu \) and covariance matrix \( P \), is

\[
H(p(x)) = \frac{1}{2} \ln ((2\pi e)^n \det P) \tag{46}
\]

\[
= -\frac{1}{2} \ln ((2\pi e)^{-n} \det \mathcal{Y}) \tag{47}
\]

where \( n \) is the size of random variable and \( \mathcal{Y} = P^{-1} \) is the information matrix, defined in Section 4. In the normal distribution case the information matrix is equivalent to the Fisher information matrix. Thus, the entropy is a monotonic function of the determinant of the information matrix and, hence, minimizing the entropy is equivalent to maximizing the Fisher information in the Gaussian case. We also note that this is equivalent to \( D\)-optimal design in the vocabulary of experiment design [7]. Other possible suggestions for criterion from experiment design include \( A\)-optimal design, i.e., minimizing the trace of the covariance, and \( E\)-optimal design, i.e., minimizing the maximum eigenvalue of the covariance matrix.

In estimation theory we are interested in the differential entropy of the posterior distribution \( p(x|Y^k) \). An interesting recursive relation is obtained by taking the logarithm and the expectation of both sides of the update equation (10), namely

\[
-H(p(x|Y^k)) = -H(p(x|Y^{k-1})) + E \left\{ \ln \frac{p(y_k|x)}{p(y_k|Y^{k-1})} \right\}. \tag{48}
\]

The negative differential entropy can be considered as an entropic information, and we see that the posterior entropic information after the update is the sum of the prior entropic information and the information about \( x \) contained in the observation \( y_k \), or in other words, the mutual information of \( x \) and \( y_k \). Thus, the entropic information following an observation is increased by an amount equal to the information inherent in the observation. Compare this to the update of the information matrix in the Information filter (25).

Differential Entropy Approximation

The particle mixture approximation is an useful representation of a probability density that can be used in estimation. Unfortunately, it is not straightforward to compute the differential entropy of the underlying density function from the particle mixture since the differential entropy of the particle set is minus infinity. This is indicated by the fact that the differential entropy of a normal distribution goes to minus infinity as the determinant of the covariance goes to zero, see (46). Since the particle mixture is a weighted sum of impulses, which can be considered as normal densities with zero covariance, it has unbounded entropy from below.

One approach to overcome this problem is to represent the density as a sum of Gaussians where the position of each Gaussian is given by the particles. However, it is not clear how the parameters of the Gaussian kernels should be chosen, and the computational cost of the entropy calculation is also large for this approach.

We are instead proposing an alternative approximation of the differential entropy of a density represented by a particle mixture. By using Bayes rule (9) we have

\[
p(x_k|Y^k) = \frac{p(y_k|x_k)p(x_k|Y^{k-1})}{p(y_k|Y^{k-1})} \tag{49}
\]
and we obtain the following expression of the differential entropy

\[ H(p(x_k|Y^k)) = \int p(x_k|Y^k) \ln p(x_k|Y^k) dx_k = - \int p(x_k|Y^k) \ln p(x_k|Y^k) dx_k \]

\[ = - \int p(x_k|Y^k) \ln p(y_k|x_k) dx_k \]

\[ - \int p(x_k|Y^k) \ln p(x_k|Y^{k-1}) dx_k + \int p(x_k|Y^k) dx_k \ln p(y_k|Y^{k-1}) \]

\[ \approx - \frac{1}{\epsilon} \sum_{i=1}^{N} \Delta w_k^{j(i)} \delta(x_k - x_k^{i}) \]

Equations (52) and (57) constitute some of the important contributions of this paper and they are used in the two algorithms that will be presented in the next section.

\section*{6. A Particle Filter Approach}

In this section the differential entropy is used as the objective function in the planning problem. We first describe the planning problem and introduce stochastic approximation search. Then the computations are described in detail and simulation results are presented.

\textbf{The Planning Problem}

We define the planning problem as in (6), repeated here for convenience,

\[ \min_{\pi} \mathbb{E}[L(x_M)|I^0] \]

s.t. \quad \begin{align*}
    u_k &\in \mathcal{U} \\
    x_{k+1} &= f(x_k, w_k) \\
    x_0 &\sim p(x_0|I^0) \\
    w_k &\sim \mathcal{N}(0, Q) \\
    x_{k+1}^{\star} &= f^{\star}(x_k^{\star}, u_k) \\
    x_0^{\star} &= x_0^{\star} \\
    y_k &= h(x_k, x_k^{\star}, e_k) \\
    e_k &\sim \mathcal{N}(0, R). 
\end{align*} \quad (58)

Now we use our expressions of the differential entropy to define a new loss function

\[ \mathbb{E}[L(x_M)|I^0] = \mathbb{E}[H(p(x_M|Y^M, Y^0))|Y^0] \quad (59) \]

where $Y^0$ is the measurement we have received and $Y^M$ is a random variable representing the future measurements. Taking the expectation in (59), which should be done over both
may be applicable, where the independent sequences \( Y^M(j) \) are generated from the density \( p(Y^M|Y^0) \). However, the computational load is \( O(N_yN^2) \) and in practice \( N_y \) needs to be very large. We, here, propose a stochastic gradient based method for root-finding when only noisy measurements are available [22].

Let the loss function be given as

\[ L(x_M) = \sum_{j=1}^{N_y} \tilde{H}(p(x_M|Y^M(j), Y^0)) \]  \hspace{1cm} (60)

where \( \tilde{H} \) is the approximation based on values of the loss function. One of the well-known algorithms is the finite-difference stochastic approximation (FDSA) [22] which uses two, regardless of the dimension of \( \theta \), loss function measurements.

The proposed idea in this paper is to use the same noise realization for every estimate of the gradient. Using common random numbers gives better results in gradient evaluations [15].

### A Gradient based Algorithm

The algorithm is based on approximative gradient expression (57). For each iteration in the stochastic gradient search algorithm (61) the estimate of the control signal sequence is updated and the gradient approximation is computed as in Algorithm 1. Note that the control signal sequence is defined slightly different here than in previous sections. Here we assume that the \( u_k = u_k(I^0) \) and, furthermore, we let sequences like \( \{u_0, u_1, \ldots, u_M\} \) be denoted as \( u_{0:M} \).

**Algorithm 1 (Gradient Calculation)** Suppose we are given the particle representation of \( p(x_0|I^0) \) as

\[ p(x_0|I^0) = \sum_{i=1}^{N} w_0^{(i)} x_0^{(i)} \]  \hspace{1cm} (65)

and a current control sequence estimate \( \hat{u}_{0:M-1} \). Then the gradient of the posterior density \( p(x_M|Y^M) \) with respect to the input sequence \( u_{0:M-1} \) evaluated at the current control input sequence \( u_{0:M-1} = \hat{u}_{0:M-1} \) i.e.,

\[ \frac{\partial p(x_M|Y^M)}{\partial u_{0:M-1}} \bigg|_{u_{0:M-1}=\hat{u}_{0:M-1}} \]  \hspace{1cm} (66)

is calculated using the following steps.

1. **Target State Sequence Generation**

   (a) Select a single state realization \( \bar{x}_0 \) as

   \[ P(\bar{x}_0 = x_0^{(j)}) = u_0^{(j)} \]  \hspace{1cm} (67)

   for \( j = 1, \ldots, N \).

   (b) Generate a single realization of the process noise sequence \( v_{0:M-2}^{1} \)

   (c) Obtain the single state sequence realization \( x_{1:M} \) using the single realization of the process noise sequence \( v_{0:M-2}^{1} \)

   and the single state realization \( \bar{x}_0 \) as

   \[ x_{i+1} = f(x_i, v_i), \]  \hspace{1cm} (68)

   \[ x_0 = \bar{x}_0 \]  \hspace{1cm} (69)

   for \( i = 0, \ldots, M - 1 \).
2. Measurement Generation

(a) Generate $M + 1$ control signal sequences $\{u^j_{0:M-1}\}_{j=0}^M$ where $u^0_{0:M-1} = \hat{u}_{0:M-1}$ is current estimated input sequence. Each $u^j_{0:M-1}$ for $1 \leq j \leq M$ correspond to the perturbation of the current estimated input sequence $\hat{u}_{0:M-1}$ defined as

$$u^j_i = \begin{cases} \hat{u}_i + \epsilon, & i = j - 1 \\ \hat{u}_i, & \text{otherwise} \end{cases} \quad (70)$$

for $i = 0, \ldots, M - 1$ and $j = 1, \ldots, M$.

(b) Obtain the $M + 1$ sensor trajectories $\{x_{1:M}^j\}_{j=0}^M$ corresponding to each of the control signal sequences $\{u^j_{0:M-1}\}_{j=0}^M$.

(c) Calculate a single realization of the measurement noise sequence $e^{1:M}_i$.

(d) Calculate $M + 1$ measurement sequences $\{y_{1:M}^j\}_{j=0}^M$ corresponding to control signal sequences, sensor trajectories $\{x_{1:M}^j\}_{j=0}^M$ using the single measurement noise sequence realization $e^{1:M}_i$ and the single state sequence realization $x_{1:M}^j$ as

$$y^j_i = h(x^1_i, x_i^{s,j}, e_i) \quad (71)$$

for $i = 1, \ldots, M$ and $j = 0, \ldots, M$.

3. Calculate $\frac{\partial p(x_M|y_{0:M})}{\partial u_j}$ using marginal particle filter [14]. Particles and weights in this filter are called as $\{x_k^j, w_k^m\}_{j=1}^N$ to avoid confusion with the similar quantities in the main particle filter. In general, the number of particles $N$ used in the gradient calculating particle filter might be different than the number of particles $N$ used in the main particle filter. Hence, the particles $\{x_k^j\}_{j=1}^N$ and weights $\{w_k^m\}_{j=1}^N$ for $m = 0, \ldots, M$ are initialized by sampling them from the main particle filter’s particle distribution as follows.

$$P(x_0^j = x_0^{(j)}) = u_0^{(j)} \quad (72)$$

$$w_0^{m,(i)} = \frac{1}{N} \quad (73)$$

for $j = 1, \ldots, N, i = 1, \ldots, N$ and $m = 0, \ldots, M$. Setting $k = 1$, a single step of the algorithm is given below.

(a) Generate pre-likelihoods $\lambda_k^{(i)}$ as

$$\lambda_k^{(i)} \propto w_{k-1}^{0,(i)} p(y_k|x_k^{(i)}, x_k^{s,0}) \quad (74)$$

with $\sum_{i=1}^N \lambda_k^{(i)} = 1$. Here, state vector $x_k^{(i)}$ is obtained from the corresponding state vector $x_k^{(i)}$ by a deterministic relation. Most of the times

$$\hat{x}_k^{(i)} = f(\hat{x}_{k-1}, 0). \quad (75)$$

(b) Sample indices $\{i_\ell\}_{\ell=1}^N$ as follows

$$P(i_\ell = j) = \lambda_k^{(j)} \quad (76)$$

for $1 \leq \ell, j \leq N$.

(c) Prediction Update: Sample $x_k^{(j)}$ as

$$x_k^{(j)} \sim p(x_k|x_{k-1}^{(1)}, \bar{x}_k^{(m)}) \quad (77)$$

for $j = 1, \ldots, N$.

(d) Measurement Update: Calculate the weights $\{w_k^m\}_{j=1}^N$ for $m = 0, \ldots, M$ as

$$w_k^{m,(i)} \propto p(y_k^m|x_k^{(i)}, x_k^{s,m}) \sum_{i=1}^N w_{k-1}^{m,(i)} p(x_{k-1}^{(i)} | x_{k-1}^{(i)}) \quad (78)$$

with $\sum_{j=1}^N w_k^{m,(j)} = 1$.

(e) If $k = M$, stop. The approximation of $\frac{\partial p(x_M|y_{0:M})}{\partial u_j}$ is given as

$$\frac{\partial p(x_M|y_{0:M})}{\partial u_j} \approx \frac{1}{\epsilon} \sum_{i=1}^N (w_M^{m,(i)} - w_M^{0,(i)}) \delta_{x_M^{(i)}(x_M)} \quad (79)$$

Note that this result gives us the approximation (56) with $\Delta u_j^{m,(i)} = w_M^{m,(i)} - w_M^{0,(i)}$. Otherwise (if $k \neq M$), set $k = k + 1$, go to step 3a.

4. Finally, the gradient approximation of the differential entropy is computed as in (57) which gives

$$\frac{\partial}{\partial u_j} \mathcal{H}(p(x_M|y_{0:M})))|_{u_0^{0}} \approx -\frac{1}{\epsilon} \sum_{i=1}^N (w_M^{m,(i)} - w_M^{0,(i)}) \left( \ln p(y_M|x_M^{(i)}) + \ln \sum_{\ell=1}^N w_{M-1}^{m,(\ell)} p(x_{M-1}^{(\ell)}|x_M^{(i)}) \right) \quad (80)$$

The Marginal Particle Filter has $O(N^2)$ complexity and the gradient calculation in the last step is also $O(N^2)$. Thus, the overall computational complexity of the algorithm is $O((M+1)N^2)$, where $M$ is the number of planning steps. This is significant large complexity and future work is to see how this can be reduced. There are techniques for reducing cost of the Marginal Particle Filter to $O(N\ln N)$, see [14]. Using such a technique yields $O(MN \ln N + N^2)$ complexity of the algorithm.

A Gradient free Algorithm

It is also possible to apply a gradient-free approach, based on the loss function approximation in (52), to the planning problem. For each iteration in the stochastic search algorithm.
(e.g. FDSA or SPSA), the gradient is estimated based on “measurements” of the differential entropy computed as in Algorithm 2.

**Algorithm 2 (Differential entropy)** Suppose we are given the particle representation of \( p(x_0|I^0) \) as

\[
p(x_0|I^0) = \sum_{i=1}^{N} w_0^{(i)} x_0^{(i)}. \tag{81}
\]

Then the differential entropy of the posterior density \( p(x_M|Y^M) \) for a control signal sequence \( u_{0:M-1} \) is computed using the following steps.

1. **Target State Sequence Generation;** the same as in Algorithm 1.

2. **Measurement Generation;** basically the same as in Algorithm 1, but in 2(a) the control signal sequences are generated according to the SA algorithm.

3. For each control signal sequence \( u_{0:M-1}^{j} \)

   (a) Initialize a temporary particle filter by sampling from the initial posterior density \( p(x_0|Y^0) \) resulting in a particle set \( \{x_0^{(i)}, w_0^{(i)}\}_{i=1}^{N} \).

   (b) Update the particle filter with the observation sequence \( y_{1:M}^{j} \) according to the steps in (42)-(43).

   (c) Compute differential entropy approximation according to (52).

Notice that the particle filters obtaining the differential entropy values for \( u_{0:M-1}^{j} \) must use the same noise realizations for \( j = 0, \ldots, M \).

As noted before, the computational cost of the differential entropy (52) is \( \mathcal{O}(N^2) \). If a SIR particle filter with a \( \mathcal{O}(N) \) complexity is used, then the overall computational complexity of the algorithm is \( \mathcal{O}(MN + N^2) \), where \( M \) is the number of planning steps. One thing worth remembering is that a gradient free stochastic approximation algorithm in general requires more iterations than an algorithm where the gradient is given.

**Simulation Results**

Figure 5 shows the result from a simulation with the same conditions as before, see Table 1. The information criterion is the differential entropy and Algorithm 1 is used.

As in most problems where SA is applied, there are problems with determining good parameter values, e.g. the step size of the SA algorithm. Suitable values of the step size vary much depending on the planning conditions, even in the simplified planning problem considered here. Some type of adaptive methods is required to tune the values.

**7. CONCLUSIONS**

In this work we consider a target tracking scenario where a moving observer with a bearings-only sensor is tracking a target. The tracking performance is highly dependent on the trajectory of the sensor platform, and the problem is how it should maneuver for optimal estimation performance.

The planning problem can be considered as a stochastic optimal control problem and if a sub-optimal control scheme, for instance certainty equivalence control, is used with a Gaussian target uncertainty assumption, the resulting problem is deterministic. However, the problem is non-linear and non-convex which still makes it a challenge to solve optimally.

Particle mixture is a popular approach to handle more general target densities in the estimation field. To compute good information metrics based on particle mixtures is not straightforward. In this work we propose a differential entropy calculation method for particle mixtures and derive a stochastic gradient search algorithm which is applied to the planning problem. However, the cost of being able to handle non-Gaussian target densities are a much higher computational load. Furthermore, there are more parameters to tune in the optimization routine.
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