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Abstract Bag-of-words based image representation is

a successful approach for object recognition. Generally,

the subsequent stages of the process: feature detection,

feature description, vocabulary construction and image

representation are performed independent of the inten-

tioned object classes to be detected. In such a frame-

work, it was found that the combination of different

image cues, such as shape and color, often obtains be-

low expected results.

This paper presents a novel method for recogniz-

ing object categories when using multiple cues by sepa-

rately processing the shape and color cues and combin-

ing them by modulating the shape features by category-

specific color attention. Color is used to compute bottom-

up and top-down attention maps. Subsequently, these

color attention maps are used to modulate the weights

of the shape features. In regions with higher attention

shape features are given more weight than in regions

with low attention.

We compare our approach with existing methods

that combine color and shape cues on five data sets

containing varied importance of both cues, namely, Soc-

cer (color predominance), Flower (color and shape par-

ity), PASCAL VOC 2007 and 2009 (shape predomi-

nance) and Caltech-101 (color co-interference). The ex-

periments clearly demonstrate that in all five data sets

our proposed framework significantly outperforms ex-

isting methods for combining color and shape informa-

tion.

Fahad Shahbaz Khan, Joost van de Weijer, Maria Vanrell
Computer Vision Centre Barcelona, Universitat Autonoma de

Barcelona

Tel.: +34-93-5814095
E-mail: fahad,joost,maria@cvc.uab.es

Keywords Color Features, Image Representation,

Object Recognition.

1 Introduction

Object category recognition is one of the fundamental

problems in computer vision. In recent years several ef-

fective techniques for recognizing object categories from

real-world images have been proposed. The bag-of-features

framework, where images are represented by a histogram

over visual words, is currently one of the most success-

ful approaches to object and scene recognition. Many

features such as color, texture, shape, and motion have

been used to describe visual information for object recog-

nition. Within the bag-of-words framework the optimal
fusion of multiple cues, such as shape, texture and color,

still remains an active research domain (Burghouts and

Geusebroek, 2009; Gehler and Nowozin, 2009; van de

Sande et al, 2010). Therefore in this paper, we ana-

lyze the problem of object recognition within the bag-

of-words framework using multiple cues, in particular,

combining shape and color information.

There exist two main approaches to incorporate color

information within the bag-of-words framework (Quel-

has and Odobez, 2006; Snoek et al, 2005). The first ap-

proach called, early fusion, fuses color and shape at the

feature level as a result of which a joint color-shape vo-

cabulary is produced. The second approach, called late

fusion, concatenates histogram representation of both

color and shape, obtained independently. Early fusion

provides a more discriminative visual vocabulary, but

might deteriorate for classes which vary significantly

over one of the visual cues. For example, man-made

categories such as cars and chairs vary considerably in

color. On the other hand, late fusion is expected to per-
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Fig. 1 Top-down control of visual attention based on color. In standard bag-of-words the image representation, here as distribution over
visual shape words, is constructed in a bottom-up fashion. In our approach we use top-down class-specific color attention to modulate

the impact of the shape-words in the image on the histogram construction. Consequently, a separate histogram is constructed for the

all categories, where the visual words relevant to each category (in this case flowers and butterflies) are accentuated.

form better for such classes, since it provides a more

compact representation of both color and shape as sep-

arate visual vocabularies are constructed for individual

cues. This prevents the different cues from getting di-

luted, which happens in case of a combined shape-color

vocabulary. However, for classes which are character-

ized by both cues the visual vocabulary of late fusion

will not be optimal. Such classes include natural cate-

gories like cats and trees which are better represented

by early fusion based schemes.

Combining color and shape within the bag-of-words,

using an early fusion based approach, has recently shown

to provide excellent results on standard object recogni-

tion data sets (Everingham et al, 2008; van de Sande

et al, 2010). Bosch et al (2008) propose to compute the

SIFT descriptor in the HSV color space and concate-

nate the results into one combined color-shape descrip-

tor. Photometrically invariant histograms are combined

with SIFT for image classification by van de Weijer and

Schmid (2006). A study into the photometric proper-

ties of many color descriptors and an extensive perfor-

mance evaluation is performed by van de Sande et al

(2008, 2010). In summary, most successful approaches

(Bosch et al, 2008; van de Sande et al, 2010; van de

Weijer and Schmid, 2006) proposed to combine color

and shape features are based on early fusion scheme.

As discussed before these early fusion methods are all

expected to be suboptimal for classes where one of the

cues varies significantly, like in the case of man-made

objects.

This observation inspires us to propose a new image

representation which combines multiple features within

the bag-of-words framework. Our approach, modulat-

ing shape features by color attention, processes color

and shape separately and combines them by means of

bottom-up and top-down modulation of attention 1 as

shown in Fig. 1. The top-down information is intro-

duced by using learned class-specific color information

to construct category-specific color attention maps of

the categories. In Fig. 1 two color attention maps are vi-

sualized for the butterflies and flowers categories. Sub-
sequently, this top-down color attention maps are used

to modulate the weights of the bottom-up shape fea-

tures. In regions with higher attention shape features

are given more weight than in regions with low atten-

tion. As a result a class-specific image histogram is con-

structed for each category. We shall analyze the theo-

retical implications of our method and compare it to

early and late fusion schemes used for combining color

and shape features. Experiments will be conducted on

standard object recognition data sets to evaluate the

performance of our proposed method.

The paper is organized as follows. In Section 2 we

discuss related work. In Section 3 the two existing ap-

proaches namely, early and late fusion, are discussed.

Our approach is outlined based on an analysis of the

relative merits of early and late fusion techniques in

1 Throughout this paper we consider information which is
dependent on the category-label as top-down, and information

which is not as bottom-up.
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Section 4. Section 5 starts with an introduction to our

experimental setup followed by data sets used for our

experiments and finally experimental results are given.

Section 6 finishes with concluding remarks.

2 Related Work

There has been a large amount of success in using the

bag-of-visual-words framework for object and scene clas-

sification (Bosch et al, 2006; Dorko and Schmid, 2003;

Fei-Fei and Perona, 2005; Lazebnik et al, 2005; Miko-

lajczyk and Schmid, 2005; Quelhas et al, 2005; van de

Weijer and Schmid, 2006) due to its simplicity and very

good performance. The first stage in the method in-

volves selecting keypoints or regions followed by rep-

resentation of these keypoints using local descriptors.

The descriptors are then vector quantized into a fixed-

size vocabulary. Finally, the image is represented by a

histogram over the visual code-book. A classifier is then

trained to recognize the categories based on these his-

togram representations of the images.

Initially, many methods only used the shape fea-

tures, predominantly SIFT (Lowe, 2004) to represent

an image (Dorko and Schmid, 2003; Fei-Fei and Per-

ona, 2005; Lazebnik et al, 2005). However, more re-

cently the possibility of adding color information has

been investigated (Bosch et al, 2006; Burghouts and

Geusebroek, 2009; van de Sande et al, 2010; van de

Weijer and Schmid, 2006). Previously, both early and

late fusion schemes have been evaluated for image clas-

sification (Quelhas and Odobez, 2006). The compari-

son performed in recent studies suggest that combining

multiple cues usually improves final classification re-

sults. However, within the bag-of-words framework the

optimal fusion of different cues, such as shape, texture

and color, still remains open to debate.

Several approaches have been proposed recently to

combine multiple features at the kernel level. Among

these approaches, multiple kernel learning, MKL, is the

most well-known approach and significant amount of

research has been done to exploit kernel combinations

carrying different visual features (Bach, 2008; Bosch

et al, 2007b; Rakotomamonjy et al, 2007; Varma and

Babu, 2009; Varma and Ray, 2007). Other than MKL,

averaging and multiplying are the two straight-forward

and earliest approaches to combine different kernel re-

sponses in a deterministic way. Surprisingly, in a recent

study performed by Gehler and Nowozin (2009) it has

been shown that in some cases the product of differ-

ent kernel responses provide similar or even better re-

sults than MKL. It is noteworthy to mention that our

approach is essentially different from MKL because it

proposes a new image representation. Like early and

late fusion it can further be used as an input to an

MKL.

Introducing top-down information into earlier stages

of the bag-of-words approach has been pursued in vari-

ous previous works as well, especially in the vocabulary

construction phase. Lazebnik and Raginsky (2009) pro-

pose to learn discriminative visual vocabularies, which

are optimized to separate the class labels. Perronnin

(2008) proposes to learn class-specific vocabularies. The

image is represented by one universal vocabulary and

one adaptation of the universal vocabulary for each of

the classes. Both methods showed to improve bag-of-

words representations, but they do not handle the is-

sue of multiple cues, and for this reason could be used

in complement with the approach presented here. Vo-

gel and Schiele (2007) semantically label local features

into a number of semantic concepts for the task of scene

classification. Yang et al (2008) propose an optimiza-

tion method to unify the visual vocabulary construction

with classifier training phase. Fulkerson et al (2008)

propose a method to generate compact visual vocab-

ularies based on agglomerative information bottleneck

principle. This method defines the discriminative power

of a visual vocabulary as the mutual information be-

tween a visual word and a category label.

There have been several approaches proposed in re-

cent years to learn an efficient visual codebook for im-

age classification and retrieval tasks. Sivic and Zisser-

man (2003) propose an approach to object matching in

videos by using inverted file system and document rank-

ing. Winn et al (2005) propose a method for image cat-

egorization by learning appearance-based object mod-

els from training images. A large vocabulary is com-

pressed into a compact visual vocabulary by learning

a pairwise merging of visual-words. Jurie and Triggs

(2005) argue that visual vocabulary based on standard

k-means algorithm on densely sampled patches provides

inferior performance and propose an acceptance-radius

based clustering approach for recognition and detec-

tion. Tuytelaars and Schmid (2007) propose a data in-

dependent approach to construct a visual vocabulary

by discritizing the feature space using a regular lattice

for image classification. Cai et al (2010) propose an ap-

proach for estimating codebook weights especially in

scenarios when there are insufficient training samples

to construct a large size visual codebook. The above-

mentioned approaches mainly aim at improving the vi-

sual codebook construction stage, whereas the novelty

of our proposed method is that we use feature weighting

as a mechanism to bind color and shape visual cues.

Humans have an outstanding ability to perform var-

ious kinds of visual search tasks constantly. But how

is it that the human visual system does this job with
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little effort and can recognize a large number of ob-

ject categories with such an apparent ease? Research

on the human vision system suggests that basic visual

features such as shape and color are processed in par-

allel, and are not combined in an early fusion manner.

For example, in the two-stage architecture of the well

known Feature Integration Theory by Treisman (1996),

the processing of basic features in an initially paral-

lel way is done in the first stage, also known as the

“preattentive stage”. These basic visual features pro-

cessed separately are loosely bundled into objects be-

fore they are binded into a recognizable object (Wolfe,

2000; Wolfe and Horowitz, 2004). It is further asserted

that the basic features are initially represented sepa-

rately before they are integrated at a later stage in the

presence of attention. Similarly, we propose a frame-

work where color and shape are processed separately.

Other than late fusion, where histograms of individual

features are concatenated after processing, we propose

to combine color and shape by separately processing

both visual cues and then modulating the shape fea-

tures using color as an attention cue.

Several computational models of visual attention

have been proposed previously. The work of Tsotsos

et al (1995) uses top-down attention and local winner-

take-all networks for tuning model neurons at the at-

tended locations. Itti et al (1998) propose a model for

bottom-up selective visual attention. The visual atten-

tion mechanism has been based on serial scanning of

a saliency map computed from local feature contrasts.

The saliency map computed is a two-dimensional topo-

graphic representation of conspicuity or saliency for ev-

ery pixel in the image. The work was further extended

by Walther and Koch (2006) from salient location to

salient region-based selection. Meur et al (2006) propose

a coherent computational approach to the modeling of

bottom-up visual attention where contrast sensitivity

functions, perceptual decomposition, visual masking,

and center-surround interactions are some of the fea-

tures implemented in the model. Peters and Itti (2007)

introduce a spatial attention model that can be applied

to both static and dynamic image sequences with inter-

active tasks. Gao et al (2009) propose a top-down vi-

sual saliency framework that is intrinsically connected

to the recognition problem and closely resembles to

various classical principles for the organization of per-

ceptual systems. The method aims at two fundamen-

tal problems in discriminant saliency, feature selection

and saliency detection. In summary, the visual atten-

tion phenomenon has been well studied in the fields of

psychology and neuroscience but still has not been in-

vestigated within the bag-of-words framework for com-

bining multiple visual cues.

This paper is an extended version of our earlier

work (Khan et al, 2009). We extended the model by

introducing a bottom-up component of attention. In

our new model both bottom-up and top-down compo-

nents of color attention are employed to modulate the

weights of local shape features. Moreover, we introduce

two parameters to tune the relative contribution of the

two attention components. The first parameter controls

the influence of color and shape information. The sec-

ond parameter is employed to leverage the contribution

of top-down and bottom-up attention mechanisms. Fi-

nally, we have extended the experiments with results

on the Caltech-101 data set.

3 Early and Late Feature Fusion

In this section, we analyze the two well-known approaches

to incorporate multiple cues within the bag-of-words

framework, namely early and late-fusion.

Before discussing early and late fusion in more de-

tail, we introduce some mathematical notations. In the

bag-of-words framework a number of local features fij ,

j=1...M i are detected in each image Ii, i=1,2,...,N ,

whereM i is the total number of features in image i. Ex-

amples of commonly used detectors are multi-scale grid

sampling and interest point detectors such as Laplace

and Harris corner detector. Generally, the local fea-

tures are represented in visual vocabularies which de-

scribe various image cues such as shape, texture, and

color. We focus here on shape and color but the the-

ory can easily be extended to include other cues. We

assume that visual vocabularies for the cues are avail-

able, Wk = {wk
1 , ...,w

k
Vk} , with the visual words wk

n,

n=1,2,...,V k and k ∈ {s, c, sc} for the two separate cues

shape and color and for the combined visual vocabulary

of color and shape. The local features fij are quantized

differently for the two approaches: by a pair of visual

words (ws
ij,w

c
ij) for late fusion and by single shape-color

word wsc
ij in the case of early fusion. Thus, wij

k ∈Wk is

the jth quantized feature of the ith image for a visual

cue k.

For a standard single-cue bag-of-words, images are

represented by a frequency distribution over the visual

words:

h
(
wk
n|Ii

)
∝

Mi∑
j=1

δ
(
wk

ij,w
k
n

)
(1)

with

δ (x, y) =

{
0 for x 6= y

1 for x = y
(2)

For early fusion, thus called because the cues are com-

bined before vocabulary construction, we compute his-

togram h
(
wsc|Ii

)
. For late fusion we compute histograms
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Fig. 2 Difference in average precision (AP) scores of early and
late fusion schemes for the 20 categories of PASCAL VOC 2007

data set. Vertical axis does not contain information. Half of the
categories are better represented by early fusion (red) and half

by late fusion(blue).

h
(
ws|Ii

)
and h

(
wc|Ii

)
and concatenate the distribu-

tions. It is important to introduce a parameter balanc-

ing the relative weight between the different cues. For

the results of early and late fusion reported in this paper

we learn this parameter by means of cross-validation on

the validation set.

Late and early fusion methods lead to different im-

age representations and therefore favor different object

categories. To better understand their strengths we per-

form an experiment on the PASCAL VOC 2007 data set

which contains a wide variety of categories. Both early

and late fusion results are obtained using SIFT and

Color Names descriptors. The results are presented in

Fig 2. The axis shows the difference between the average

precision (AP) scores of early and late fusion schemes

(e.g. bicycle has a 5% higher score when represented by

late fusion than by early fusion, and for airplane both

representation yield similar results). The results clearly

show that neither of the two fusion approaches perform

well for all object categories.

Most man-made categories namely, bicycle, train,

car and buses performs better with late fusion over its

early fusion counterpart. The only exception in this case

is the boat category which is better represented by early

fusion. On the other hand, natural categories such as

cow, sheep, dog, cat, horse etc. are better represented

by early fusion. The bird category is the only outlier

among natural categories which provides superior per-

formance with late fusion instead of early fusion. Bet-

ter than the distinction between man-made and natural

categories is the distinction between color-shape depen-

dency and color-shape independency of categories. This

explains the location of most of the categories along the

axes, including the birds class which is represented by

a large variety of bird species with widely divergent

colors, and the boat class which contains mainly white

boats. The difference in strength of early and late fusion

on different object categories is illustrated in Fig 3.

Fig. 3 Graphical explanation of early and late fusion ap-
proaches. Note that for some classes early fusion scheme performs

better where as for some categories, late fusion outperforms early
fusion methods.

Based on the above analysis of early and late fusion

we conclude that, to combine multiple cues, two proper-

ties are especially desired. The first property is feature

compactness. Having this property implies construct-

ing a separate visual vocabulary for both color and

shape. This is especially important for classes which

have color-shape independency. Learning these classes

from a combined shape-color vocabulary only compli-

cates the task of the classifier. Late fusion possesses

the property of feature compactness, whereas early fu-

sion lacks it. The second property is feature binding.

This property refers to methods which combine color

and shape information at the local feature level (as de-

sired for categories with color-shape dependency). This

allows for the description of blue corners, red blobs,

etc. Early fusion has this property since it describes the

joined shape-color feature for each local feature. Late

fusion, which separates the two cues, only to combine

them again at an image-wide level, lacks this property.
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4 Color Attention for Object Recognition

In the previous section we elaborated two approaches

to combine color and shape features. In this section, we

propose an attention-based image representation. Fea-

ture binding and feature compactness will be achieved

by modulating shape features with bottom-up and top-

down components of color attention.

4.1 Attention-based Bag-of-Words

We define a generalization of the bag-of-words as given

by Eq. 3, called attention-based bag-of-words:

h
(
wk
n|Ii

)
∝

Mi∑
j=1

aijδ
(
wk

ij,w
k
n

)
, (3)

where aij are the attention-weights which modulate fea-

ture wk
ij. Choosing the aij weights to be equal to one

reduces the equation to standard bag-of-words. The

weights can be interpreted as attention maps, essen-

tially determining which features wk are relevant.

Next, we apply attention-based bag-of-words to com-

bine color and shape. For this purpose we separate the

functionality of the two visual cues. The shape cue will

function as descriptor cue, and is used similar as in the

traditional bag-of-words. The color cue is used as an

attention cue, and determines the impact of the local

features on the image representation. To obtain our im-

age representation, color attention is used to modulate

the shape features according to:

h
(
ws
n|Ii, class

)
∝

Mi∑
j=1

a (xij , class) δ
(
ws

ij,w
s
n

)
, (4)

where a (xij , class) denotes the color attention of the

jth local feature of the ith image and is dependent on

both the location xij and the class. The difference to

standard bag-of-words is that in regions with high at-

tention, shape-features are given more weight than in

regions with low attention. This is illustrated in the

two attention-based bag-of-words histograms in Fig. 1

where the attention map of the butterfly results in a

bag-of-words representation with an increased count for

the visual words relevant to butterfly (and similarly

for the flower representation). Note that all histograms

are based on the same set of detected shape features

and only the weighting varies for each class. As a con-

sequence a different distribution over the same shape

words is obtained for each class.

Similarly as for human vision we distinguish be-

tween bottom-up and top-down attention:

a (xij , class) = ab (xij) at (xij , class) . (5)

Here ab (xij) is the bottom-up color attention based

on the image statistics and highlights the most salient

color locations in an image. The top-down color at-

tention is represented by at (xij , class), describing our

prior knowledge about the color appearance of the cat-

egories we are looking for. The two components will be

discussed in detail later.

Two parameters are introduced to tune the relative

contribution of the two attention components:

a (xij , class) =
(
ab (xij)

(1−β)
at (xij , class)

β
)γ
. (6)

The parameter, γ, is used to control the influence of

color versus shape information. For γ = 0 we obtain a

standard bag-of-words based image representation where

a higher value of γ denotes more influence of color at-

tention. The second parameter, β, is employed to vary

the contribution of top-down and bottom-up attention,

where β = 0 indicates only bottom-up attention and

β = 1 means only top-down attention. Both γ and β pa-

rameters are learned through cross-validation over the

validation set.

The image representation proposed in Eq. 4 does

not explicitly code the color information. However, in-

directly color information is hidden in these representa-

tions since the shape-words are weighted by the prob-

ability of the category given the corresponding color-

word. Some color information is expected to be lost in

the process, however the information most relevant to

the task of classification is expected to be preserved.

Furthermore, our image representation does combine

the two properties feature binding and feature compact-

ness. Firstly, feature compactness is achieved since we

construct separate visual vocabularies for both color

and shape cues. Secondly, feature binding is achieved by

the top-down modulation as follows from Eq. 4. Conse-

quently, we expect to obtain better results by combining

both these properties into a single image representation.

The attention framework as presented in Eq. 3 re-

calls earlier work on the feature weighting techniques

(Wettschereck et al, 1997). Replacing aij = an trans-

forms the equation to a classical feature weighting scheme

in which separate weights for each feature are intro-

duced, allowing to leverage their relative importance

and reduce the impact of noisy features. The main dif-

ference with our approach is twofold. Firstly, our weight-

ing is dependent on the position in the image (as in-

dexed by i) which allows for the feature binding. Sec-

ondly, we use a different cue, the attention cue, to com-

pute the weight. As a consequence, the final image rep-

resentation is based on the combination of the two cues,

color and shape.
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Fig. 4 An overview of our method. Other than the classical bag-of-words approach, our method modulates the shape features with

bottom-up and top-down color attention. Bottom-up attention is based on image statistics to indicate the most salient color regions

whereas the top-down attention maps provide class-specific color information. As a result, a class-specific histogram is constructed by
giving prominence to those shape visual-words that are considered relevant by the attention maps.

4.2 Top-down Color Attention

Here we define the top-down component of color atten-

tion of local features to be equal to the probability of a

class given its color values and it is defined by:

at (xij , class) = p
(
class|wc

ij

)
. (7)

The local color features at the locations xij are vector

quantized into a visual vocabulary where wc
ij describes

a visual word. The probabilities p
(
class|wc

ij

)
are com-

puted using Bayes theorem,

p (class|wc) ∝ p (wc|class) p (class) (8)

where p (wc|class) is the empirical distribution,

p (wc
n|class) ∝

∑
Iclass

Mi∑
j=1

δ
(
wkij ,w

c
n

)
, (9)

obtained by summing over the indexes of the train-

ing images for the category Iclass . The prior over the

classes p (class) is obtained from the training data. For

categories where color is irrelevant, p (class|wc) is uni-

form and our model simplifies to the standard bag-of-

words representation. If the bounding box information

is available it was found that the probabilities computed

only from features inside the bounding boxes provide

better results. Thus when available we used bounding

box knowledge available to obtain the probabilities.

If we compute p (class|wc) for all local features in an

image we can construct a top-down class-specific color

attention map. Several examples are given in Fig. 5.

The color attention map is used to modulate the local

shape features. Each category provides its own atten-

tion map, consequently, a different histogram is con-

structed for each category. The final image represen-

tation is constructed by concatenating the category-

specific histograms. The image representation is nor-

malized before classification.

4.3 Bottom-up Color Attention

Bottom-up attention is employed to determine salient

locations obtained from visual features such as color,

intensity, orientation etc in an image. Contrary to top-

down attention, bottom-up attention is independent of

the object categories since it is not task dependent. In

this work, we apply the color saliency boosting method

(van de Weijer et al, 2006) to compute bottom-up at-

tention maps. The color saliency boosting algorithm is

based on the application of information theory to the
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Fig. 5 Top-down color attention and bottom-up saliency maps.

First row: a Liverpool class category image from soccer data set
and a Tiger lily flower species image from flower data set. Second

row: Top-down color attention maps of the images. Third row:

Bottom-up saliency map of the images.

statistics of color image derivatives. It has been success-

fully applied to image retrieval and image classification

(Stottinger et al, 2009; van de Sande et al, 2010).

Let fx = (Rx Gx Bx)
T

be the spatial image deriva-

tives. The information content of first order derivatives
in a local neighborhood is given by

I(fx) = −log(p(fx)) (10)

where p(fx) is the probability of the spatial derivative.

The equation states that a derivative has a higher infor-

mation content if it has a low probability of occurrence.

In general, the statistics of color image derivatives are

described by a distribution which is dominated by a

principal axis of maximum variation along the lumi-

nance direction, and two minor axes, attributed to chro-

matic changes. This means that changes in intensity

are more probable than chromatic changes and there-

fore contain less information content. The color deriva-

tive distribution can be characterized by its second-

order statistics, i.e. its covariance matrix Σx = E[fxfTx ].

When we apply a whitening transformation to the im-

age derivatives according to, gx = Σ
− 1

2
x fx, this will

result in a more homogeneous derivative distribution

for gx, in which the dominant variations in the inten-

sity axes are suppressed, and the chromatic variations

are enforced. As a result points with equal derivative

strength, ‖gx‖, have similar information content.

Similar as in Vazquez et al (2010) we apply color

boosting to compute a multi-scale contrast color atten-

tion map:

ab (x) =
∑
σ∈S

∑
x′∈N(x)

∥∥∥∥(Σσ
x)
− 1

2 (fσ (x)− fσ (x′))

∥∥∥∥ (11)

where fσ is the Gaussian smoothed image at scale σ,

N(x) is a 9x9 neighborhood window, moreover S =[
1,
√

2, 2, 2
√

2, ...., 32
]
. We compute Σσ

x from the deriva-

tives at scale σ from a single image. The approach is

an extension of the multi-contrast method by Liu et al

(2007) to color. Examples of bottom-up attention maps

are given in Fig. 5. These images demonstrate that the

dominant colors are suppressed and the colorful, less

frequent, edges are enhanced.

4.4 Multiple Cues

The proposed method can easily be extended to include

multiple bottom-up and top-down attention cues. In

this paper we have also evaluated multiple top-down

attention cues. For q top-down attention cues we com-

pute

a (xij , class) = a1t (xij , class)× ...× aqt (xij , class) .(12)

Note that the dimensionality of the image representa-

tion is independent of the number of attention cues.

In the experiments, we shall provide results based on

multiple color attention cues.

4.5 Relation to Interest Point Detectors

In bag-of-words two main approaches to feature detec-

tion can be distinguished (Mikolajczyk et al, 2005). Ig-

noring the image content dense sampling extracts fea-

tures on a dense grid at multiple scales in the image.

Interest point detectors adjust to the image by sam-

pling more points from regions which are expected to

be more informative. Examples of the most used in-

terest point detectors are Harris-Laplace, Hessian and

Laplace detectors. Here we show that interest point de-

tectors can also be interpreted to be a shape-attention

weighted version of a dense multi-scale feature detector.

Consider the following equation for attention based

bag-of-words:

h
(
ws
n|Ii, class

)
∝

Mi∑
j=1

a (xijσ) δ
(
ws

ijσ,w
s
n

)
, (13)
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where σ has been added to explicitly indicate that at

every location multiple scales are taken into consid-

eration. Interest point detectors can be considered as

providing the function a (xijσ) which is one for feature

locations and scales which were detected and zero oth-

erwise. For example the Laplace detector computes the

function a (xijσ) by finding the maxima in the Laplace

scale-space representation of the image, and thereby

providing a scale invariant blob detector. In these cases

the shape-attention is bottom-up since the same detec-

tor is used invariably for all classes. The importance of

interest point detectors versus dense sampling is much

researched (Mikolajczyk et al, 2005; Marszalek et al,

2007; Nowak et al, 2006) and is not further investigated

in this paper.

Of interest here is the insight this gives us in the

working of color attention. Although color attention

does not have the hard assignment which is applied

in traditional interest point detectors (selecting some

features and ignoring others), the weights a (xij , class)

could be understood as a color based ’soft’ interest

point detector, where some features have more weights

than others. Furthermore, since the weights are class

dependent, the resulting histograms can be interpreted

as being formed by class-specific interest point detec-

tors.

5 Experiments

In this section we first explain the experimental setup

followed by an introduction to the data sets used in

our experiments. The data sets have been selected to

represent a varied importance of the two visual cues

namely, color and shape. We then present the results of

our proposed method on image classification. Finally,

the results are compared to state-of-the-art methods

fusing color and shape.

5.1 Experimental Setup

To test our method, we have used a standard multiscale

grid detector along with Harris-Laplace point detector

(Mikolajczyk et al, 2005) and a blob detector. We nor-

malized all the patches to a standard size and descrip-

tors are computed for all regions in the feature descrip-

tion step. A universal visual vocabulary representing

all object categories in a data set is then computed

by clustering the descriptor points using a standard K-

means algorithm. In our approach the SIFT descriptor

is used to create a shape vocabulary. A visual vocabu-

lary of 400 is constructed for Soccer and Flower data

sets. For Pascal VOC 2007 and 2009 data sets, a 4000

visual-word vocabulary is used. A visual vocabulary of

500 is employed for the Caltech-101 data set. To con-

struct a color vocabulary, two different color descrip-

tors, namely the color name (CN) descriptor (van de

Weijer and Schmid, 2007; van de Weijer et al, 2009)

and hue descriptor (HUE) (van de Weijer and Schmid,

2006). Since color names has more discriminative power

than hue we used a larger vocabulary for CN than for

HUE for all datasets.

We shall abbreviate our results with the notation

convention CA(descriptor cue, attention cues) where

CA stands for the integrated bottom-up and top-down

components of color attention based bag-of-words and

TD(descriptor cue, attention cue) where TD stands

for Top-Down attention based bag-of-words represen-

tation. We shall provide results with one attention cue

CA(SIFT, HUE), CA(SIFT, CN), and color atten-

tion with two attention cues CA(SIFT, {HUE,CN})
combined by using Eq. 12. The final image representa-

tion input to an SVM classifier is equal to the size of

shape vocabulary times the number of object categories

in the data set. In our experiments we use a standard

non-linear SVM. A single γ and β parameter is learned

for Soccer and Flower data set. For Caltech-101 param-

eters are learned globally for the whole data set whereas

for the PASCAL VOC data sets class-specific parame-

ters are learned.

We compare our method with the standard methods

used to combine color and shape features from litera-

ture: early fusion and late fusion. We perform early and

late fusion with both CN and HUE descriptors. We also

compare our approach with methods that combine color

and shape at the classification stage by combining the

multiple kernel responses. Recently, an extensive per-

formance evaluation of color descriptors has been pre-

sented by van de Sande et al (2010). We compare our

results to the two descriptors reported to be superior.

OpponentSIFT uses all the three channels (O1, O2, O3)

of the opponent color space. The O1 and O2 channels

describe the color information in an image whereas O3

channel contains the intensity information in an image.

The C-SIFT descriptor is derived from the opponent

color space as O1
O3 and O2

O3 , thereby making it invari-

ant with respect to light intensity. Furthermore, it has

also been mentioned by van de Sande et al (2010) that

with no prior knowledge about object categories, Op-

ponentSIFT descriptor was found to be the best choice.

5.2 Image Data Sets

We tested our method on five different and challenging

data sets namely Soccer, Flower, PASCAL VOC 2007

and 2009 and Caltech-101 data sets. The data sets vary
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Fig. 6 Examples from the four data sets. From top to bottom: Soccer, Flower, PASCAL VOC and Caltech-101 data sets.

in the relative importance of the two cues, shape and

color.

The Soccer data set 2 consists of 7 classes of dif-

ferent soccer teams (van de Weijer and Schmid, 2006).

Each class contains 40 images divided in 25 train and

15 test images per class. The Flower data set 3 consists

of 17 classes of different variety of flower species and

each class has 80 images. We use both the 40 train-

ing and 20 validation images per class (60) to train

(Nilsback and Zisserman, 2006). We also tested our ap-

proach on PASCAL VOC data sets (Everingham et al,

2007, 2009). The PASCAL VOC 2007 data set 4 con-

sists of 9963 images of 20 different classes with 5011

training images and 4952 test images. The PASCAL

VOC 2009 data set 5 consists of 13704 images of 20 dif-

ferent classes with 7054 training images and 6650 test

images. Finally, we tested our approach on Caltech-101

data set. The Caltech-101 data set 6 contains 9144 im-

ages of 102 different categories. The number of images

per category varies from 31 to 800. Fig. 6 shows some

images from the four data sets.

2 The Soccer set at http://lear.inrialpes.fr/data
3 The Flower set at http://www.robots.ox.ac.uk/vgg/
4 The PASCAL VOC Challenge 2007 at http://www.pascal-

network.org/challenges/VOC/voc2007/
5 The PASCAL VOC Challenge 2009 at http://www.pascal-

network.org/challenges/VOC/voc2009/
6 The Caltech-101 object category data set at

http://www.vision.caltech.edu/ImageDatasets/Caltech101/

5.3 Attention Cue Evaluation

In this paper, we propose to combine color and shape

by modulating shape features using color as an atten-

tion cue. The same framework can be used to mod-

ulate color features by exchanging the roles of color

and shape. Table 1 provides results of our experiments

where we investigate shape-shape attention, color-color

attention, shape-color attention and color-shape atten-

tion. Experiments are performed on both Soccer and

Flower data sets. The results in Table 1 suggest that

color is the best choice as an attention cue, which coin-
cides with the previous works done in visual attention

literature (Wolfe and Horowitz, 2004; Jost et al, 2005).

Therefore, in the following experiments color is used as

an attention cue to modulate the shape features. 7

Attention− Cue Descriptor − Cue Soccer F lower

Shape Shape 50 69

Color Color 79 66

Shape Color 78 69

Color Shape 87 87

Table 1 Classification Score (percentage) on Soccer and Flower
Set Data sets. The results are based on top-down color attention
obtained by using different combinations of color and shape as

attention and descriptor cues.

7 In an additional experiment, we tried improving the results
by using a color-shape descriptor cue and an attention cue. This

was found to deteriorate the recognition performance.
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5.4 Soccer Data Set: color predominance

Image classification results are computed for the Soccer

data set to test color and shape fusion under conditions

where color is the predominant cue. In this data set

the task is to recognize the soccer team present in the

image. In this case, the color of the player’s outfit is the

most discriminative feature available.

The results on the Soccer data set are given in Ta-

ble 2. The importance of color for this data set is demon-

strated by the unsatisfactory results of shape alone where

an accuracy of 50% is obtained. Color Names performed

very well here due to their combination of photometric

robustness and the ability to describe the achromatic

regions. A further performance gain was obtained by

combining hue and color name based color attention.

In all cases combining features by color attention was

found to outperform both early and late fusion. We

also combine color and shape by taking the product of

the two kernels obtaining a classification score of 91%.

Note that also for both early and late fusion the relative

weight of color and shape features is learned by cross-

validation. The best results are obtained by combining

the top-down and bottom-up attention demonstrating

the fact that both types of attentions are important for

obtaining best classification results.

Our method outperforms the best results reported

in literature (van de Weijer and Schmid, 2007), where

a score of 89% is reported, based on a combination

of SIFT and CN in an early fusion manner. Further

we compare to C-SIFT and Opp-SIFT (van de Sande

et al, 2010) which provide an accuracy of 72% and

82% respectively. The below expected results for C-

SIFT might be caused by the importance of the achro-

matic colors to recognize the team shirts (for example,

Milan outfits are red-black and PSV outfits are red-

white). This information is removed by the photomet-

ric invariance of C-SIFT. Our best results of 96% is

obtained when color has greater influence over shape

(γ=3) which is also analogous to the unsatisfactory re-

sults of shape alone. Moreover, top-down attention has

more influence than bottom-up attention (β=0.6).

Method (SIFT,HUE) (SIFT,CN) (SIFT,(CN,HUE))
EarlyFusion 84 88 90
LateFusion 81 86 88
TD 87 90 94
CA 90 91 96

Table 2 Classification scores (percentage) for various fusion ap-
proaches on Soccer Data set. The best results are obtained by
CA outperforming the other fusion methods by 5%.

5.5 Flower Data Set: color and shape parity

Image classification results on the Flower data set show

the performance of our method on a data set for which

both shape and color information are essential. The task

is to classify the images into 17 different categories of

flower-species. The use of both color and shape are im-

portant as some flowers are clearly distinguishable by

shape, e.g. daisies and some other by color, e.g. fritil-

laries.

Method (SIFT,HUE) (SIFT,CN) (SIFT,(CN,HUE))
EarlyFusion 87 88 89
LateFusion 86 87 88
TD 90 90 91
CA 93 94 95

Table 3 Classification Scores (percentage) for various fusion ap-

proaches on Flower Data set. CA is shown to outperform existing
fusion approaches by 6%.

The results on flower data set are given in Table

3. As expected on this data set early fusion provides

better results compared to late fusion. 8. Again com-

bining color and shape by color attention obtains sig-

nificantly better results than both early and late fusion.

We also significantly outperform both C-SIFT and Op-

ponentSIFT which provide classification scores of 82%

and 85% respectively.

On this data set our method surpassed the best re-

sults reported in literature (Nilsback and Zisserman,

2008; Xie et al, 2010; Orabona et al, 2010; Gehler and

Nowozin, 2009). The results reported on this data set by

Nilsback and Zisserman (2008) is 88.3% where shape,

color and texture descriptors were combined along with

the segmentation scheme proposed byNilsback and Zis-

serman (2007). On the other hand neither segmenta-

tion nor any bounding box knowledge have been used

in our method. A more proximal comparison with our

approach is that of Xie et al (2010) where a result of

89.02% was obtained by combining the spatial pyramids

of SIFT with OpponentSIFT, C-SIFT, rgSIFT and RG-

BSIFT respectively using a bin-ratio dissimilarity ker-

nel. 9

In Fig. 7 the classification score as a function of γ

and β is provided. Our best result of 95% is obtained

with a significant color influence (γ=2). Moreover, for

8 We also performed an experiment for combining our color and
shape features by using MKL. However, slightly better results of
86% were obtained by using a simple product of different kernel

combinations which is similar to the results provided by Gehler
and Nowozin (2009).

9 The result reported by Ito and Kubota (2010) is not the

recognition score commonly used to evaluate the classification
performance on Flower data set and therefore is not compared

with our approach in this paper.
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this data set bottom-up attention has the same influ-

ence as top-down attention (β=0.5). It can also be seen

that bottom-up attention alone improves results from

69% to 76%.

Fig. 7 Recognition performance as a function of γ and β for the

Flower data set. From a shape only representation (γ=0 and β=0)
the score goes up from 69% to 95% by leveraging the influence of

color versus shape and the two components of color attention.

5.6 PASCAL VOC Data Sets: shape predominance

We test our approach where the shape cue is predomi-

nant and color plays a subordinate role and report im-

age classification results on the PASCAL VOC 2007 and

2009 data sets. The PASCAL VOC 2007 data set con-

tains nearly 10,000 images of 20 different object cate-

gories. The 2009 PASCAL VOC data set contains 13704

images of 20 different categories. For these data sets the

average precision is used as a performance metric in or-

der to determine the accuracy of recognition results.

On this data set, shape alone provides a MAP of

53.7 on this data set. A MAP of 49.6 is obtained us-

ing C-SIFT. This drop in performance is caused by the

categories having color-shape independency which ef-

fects early fusion based approaches. Table 4 shows the

results of different color-shape fusion schemes. Among

the existing approaches late fusion provides the best

recognition performance of 56.0. Our proposed frame-

work obtains significantly better results and doubles the

gain obtained by color. Our best results of 58.0 is ob-

tained by the combination of bottom-up and top-down

attention. For categories such as plants and tvmonitor,

color is more important than shape (γ=3) where as for

categories like sheep, sofa and cars shape is more influ-

ential as compared to color (γ=1). For categories such

as cow, dogs and bottle bottom-up attention plays an

important role. However, for most categories top-down

attention plays a larger role than bottom-up attention

on this data set.

Method (SIFT,HUE) (SIFT,CN) (SIFT,(CN,HUE))
EarlyFusion 54.6 54.8 55.7
LateFusion 55.3 55.6 56.0
TD 56.6 56.8 57.5
CA 57.0 57.5 58.0

Table 4 Mean Average Precision on PASCAL VOC 2007 Data

Set. Note that our results significantly improve the performance
over the conventional methods of combining color and shape

namely, Early and Late feature fusion.

The results per object category are given in Fig. 8.

It is worthy to observe that our approach performs sub-

stantially better over early and late fusion approaches

on a variety of categories. Recall that early fusion ap-

proaches lack feature compactness and struggle with

categories where one cue is constant and the other cue

varies considerably. This behavior can be observed in

object categories such as motorbike, bird etc. In such

classes early fusion provides below-expected results. On

the other hand, late fusion lacks feature binding as it

struggles over categories characterized by both color

and shape. This is apparant in categories such as cat,

sheep, cow where early fusion provides better results

over late fusion. Our approach, which combines the ad-

vantages of both early and late fusion, obtains good

results on most type of categories in this data set.

To illustrate the strength of different image repre-

sentations, Table 5 shows images of different object cat-

egories from the PASCAL VOC 2007 data set. For this

data set the average precision is used as an evaluation

criteria. To obtain an average precision for each ob-

ject category, the ranked output is used to compute

the precision/recall curve. Table 5 shows example im-

ages from bird, pottedplant, sofa and motorbike cat-

egories and their corresponding ranks obtained from

different methods. Early fusion performs better than

late fusion on the pottedplant image since color remains

constant (color-shape dependency). For the motorbike

image, which possesses color-shape independency, late

fusion performs best. Color attention outperforms other

approaches on the first three example images.

The best entry in PASCAL 2007 VOC was by Marsza-

lek et al (2007) where a mean average precision of 59.4

was reported by using SIFT, Hue-SIFT, spatial pyra-

mid matching and a novel feature selection scheme.
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Ranking of Different Object Categories

Method

SIFT 1243 697 1325 155

Early Fusion 196 65 654 124

Late Fusion 183 164 64 30

Color Attention 10 13 36 87

Table 5 Images from bird, pottedplant, motorbike and sofa categories from the PASCAL VOC 2007 data set. The number indicates
the rank for the corresponding object category. A lower number reflects higher confidence on the category label. The object category

list contains 4952 elements in total. Color attention outperforms SIFT, early and late fusion on the bird, pottedplant and sofa category

images. On motorbike category late fusion provides better ranking than color attention.

Without the novel feature selection scheme a mean av-

erage precision of 57.5 was reported. A similar exper-

iment was performed by van de Sande et al (2010)

where all the color descriptors (C-SIFT, rg-SIFT, Op-

ponentSIFT and RGB-SIFT) were fused with SIFT and

spatial pyramid matching to obtain a map of 60.5. Re-

cently, Harzallah et al (2009) obtained a mean average

precision of 63.5 by combining object classification and

localization scores. A MAP of 64.0 is reported by Zhou

et al (2010) using shape alone with a superior coding

scheme. This scheme yields a gain of 19.4% over stan-

dard vector-quantization used in our framework.

Table 6 shows the results obtained on 2009 PAS-

CAL VOC data set. Our proposed approach outper-

forms SIFT over all the 20 categories.

For the PASCAL 2009 challenge submission, we fur-
ther combine the color attention method with addi-

tional ColorSIFT (van de Sande et al, 2010), spatial

pyramid matching and combining the classification scores

with detection results (Harzallah et al, 2009). We fol-

low the classical bag-of-words pipeline where for each

image different features are detected. A variety of fea-

ture extraction schemes such as GIST (Oliva and Tor-

ralba, 2001) are employed afterwards followed by vocab-

ulary and histogram construction. Spatial information

is captured using spatial pyramid histograms (Lazeb-

nik et al, 2006) by dividing the image into 2× 2 (image

quarters) and 1 × 3 (horizontal bars) subdivisions. We

compressed the visual vocabularies using the agglomer-

ative information bottleneck approach (Fulkerson et al,

2008). Finally, color attention is combined to provide as

an input to the classifier. By using SIFT, we obtained a

mean average precision (MAP) of 51.0 on the validation

set. By adding color attention, we obtained a significant

performance gain with a MAP score of 56.2. Finally we

added additional descriptors to achieve a MAP of 59.4.

Our final submission which also included the object lo-

calization results obtained best results on potted plants

and tvmonitor category in the competition 10.

Fig. 8 Results per category on PASCAL VOC 2007 data set: the
results are split out per object category. Note that we outperform

Early and Late Fusion in 16 out of 20 object categories.

5.7 Caltech-101 Data Set: color and shape

co-interference

Finally, our approach is tested in a scenario where com-

bining color with shape has shown to consistently de-

teriorate the results in literature (Bosch et al, 2007b;

Gehler and Nowozin, 2009; Bosch et al, 2007a; Vedaldi

10 For detailed results on PASCAL VOC 2009,

http://pascallin.ecs.soton.ac.uk/challenges/VOC/voc2009/results/
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Method Voc Size Mean AP
SIFT 4000 52.1

TD(SIFT,CN) 4000, 500 55.1
TD(SIFT,HUE) 4000, 300 54.9
TD(SIFT, {CN,HUE}) 4000, {500, 300} 56.1

CA(SIFT,CN) 4000, 500 55.6
CA(SIFT,HUE) 4000, 300 55.4
CA(SIFT, {CN,HUE}) 4000, {500, 300} 56.4

Table 6 Mean Average Precision on PASCAL VOC 2009

dataset. Note that our results significantly improve the perfor-

mance over the conventional SIFT descriptor.

et al, 2009; Varma and Ray, 2007). Several factors ham-

per the performance of color features in this data set:

low image quality, number of grayscale images (5%),

many graphics-based images in different object cate-

gories (i.e. garfield, pigeon, panda etc.) and several ob-

ject categories (i.e. scissors, Buddha etc.) containing the

object placed on a variable color background.

The Caltech-101 data set contains 9000 images di-

vided into 102 categories. We followed the standard pro-

tocol (Bosch et al, 2007b; Gehler and Nowozin, 2009;

Bosch et al, 2007a; Lazebnik et al, 2006) for our exper-

iments by using 30 images per category for the training

and upto 50 images per category for testing. Multi-way

image classification is obtained by empolying a one-

vs-all SVM classifier. A binary classifier is learned to

distinguish each class from the rest of the categories.

For each test image, the category label of the classi-

fier is assigned that provides the maximum response.

We provide results over all 102 categories and the fi-

nal recognition performance is measured as the mean

recognition rate per category.

Method Voc Size Score
SIFT 500 73.3
EarlyFusion(SIFT,CN) 1000 70.6
LateFusion(SIFT,CN) 500 + 500 74.9
OpponentSIFT 1000 66.3
C − SIFT 1000 59.7

TD(SIFT,CN) 500, 500 74.7

CA(SIFT,CN) 500, 500 76.2

Table 7 Recognition results on Caltech-101 Set. Note that con-

ventional early fusion based approaches to combine color and
shape provide inferior results compared to the results obtained

using shape alone.

Table 7 shows the results obtained using spatial

pyramid representations upto level 2. Among the ex-

isting approaches, only late fusion provides a gain over

shape alone. For all early fusion approaches inferior re-

sults are obtained compared to shape alone. Our ap-

proach that combines the strength of both early and

late fusion improves the recognition performance on

this data set. Introducing color information is benefi-

cial for some categories such as flamingo-head, pizza,

lobster, dolphin etc. whereas recognition performance

of categories such as hedgehog, gramophone, pigeon,

emu etc. are hampered by combining color and shape.

In Fig. 9, a performance comparison of early and

late fusion versus color attention is given. For all the

categories below the diagonal, color attention outper-

forms early and late fusion. As illustrated in Fig. 9 for

most of the object categories in this data set, the best

results are obtained using color attention.

Fig. 9 Left figure: comparison of gain over shape obtained by

early fusion (∆EF ) to gain obtained by color attention (∆CA).

Every dot represents one of the Caltech-101 categories. All points
above the origin show an advantage of early fusion over shape.

All points on the right of origin depict a gain of color attention
over shape. For all points below the diagonal color attention out-

performs early fusion. Similar results for late fusion are shown in

the figure on the right.

The best results reported on this data set is 82.1%

by Gehler and Nowozin (2009) using variants of mul-

tiple kernel learning to combine 49 different kernel ma-

trices of 8 different types of features such as SIFT, Col-

orSIFT, HOG, LBP, V1S+ etc. Our proposed approach

can be further employed together with previously used

features to further boost the results. In Table 8 we

compare to other approaches which combine color and

shape cues. Note that we do not learn class-specific

weights of the spatial pyramid levels which has been

shown to improve the results significantly (Bosch et al,

2007b; Gehler and Nowozin, 2009; Bosch et al, 2007a;

Vedaldi et al, 2009) mainly due to the fact that objects

are always in the center of the image. Results show that

early fusion combination of color and shape deteriorates

results significantly upto 12%. Our approach improves

the overall performance on this data set compared to

shape alone.

6 Conclusions

In this paper we have performed an analysis on two ex-

isting approaches (early and late fusion) that combine

color and shape features. Experimental results clearly
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Method Shape Color-Shape Score
Bosch et al (2008) 71.6 68.2 −3.4
Varma and Ray (2007) 52.8 40.8 −12.0
Vedaldi et al (2009) 73.0 63.0 −10.0
Gehler and Nowozin (2009) 66.4 55.0 −11.4
OurApproach 73.3 76.2 +2.9

Table 8 Comparison in performance of shape and color-shape

approaches reported in literature with our proposed approach.
Note that our method improves the overall recognition perfor-

mance over shape alone on Caltech-101 data set.

demonstrate that both these approaches are sub-optimal

for a subset of object categories. This analysis leads us

to define two desired properties for feature combina-

tion: feature binding and feature compactness, which in

a standard bag-of-words approach are mutually exclu-

sive.

We present a new image representation which com-

bines color and shape within the bag-of-words frame-

work. Our method processes color and shape separately

and then combines it by using both bottom-up and top-

down attention. The bottom-up component of color at-

tention is obtained by applying a color saliency method

whereas the top-down component is obtained by using

learned category-specific color information. The bottom-

up and top-down attention maps are then used to mod-

ulate the weights of local shape features. Consequently,

a class-specific image histogram is constructed for each

category.

Experiments are conducted on standard object recog-

nition data sets. On the two data sets, Soccer and Flower,

where color plays a pivotal role, our method obtains

state-of-the-art results increasing classification rate over

5% compared to early and late fusion. On the PASCAL

VOC data sets, we show that existing methods based on
early fusion underperform for classes with shape-color

independency, including many man-made classes. Re-

sults based on color attention show that also for these

classes color does contribute to overall recognition per-

formance. Performance comparison of our approach to

existing fusion approaches has been shown in Table 9.

Data set SIFT Early Fusion Late Fusion CA
Soccer 50 90 88 96
Flower 69 89 88 95
PASCAL VOC 53.7 55.7 56.0 58.0
Caltech-101 73.3 70.6 74.9 76.2

Table 9 Comparison of our approach with existing fusion ap-

proaches on various data sets. Note that our approach outper-
forms early and late fusion on all data sets.

The dimensionality of color attention histogram is

equivalent to the number of object categories times the

size of the shape vocabulary. Therefore as a future re-

search direction, we aim to look at dimensionality re-

duction techniques such as PCA and PLS to reduce

the dimensionality of color attention histograms. An-

other interesting future research line includes looking

into other visual features that can be used as an at-

tention cue. Recently, Li et al (2010a,b) have applied

our model to incorporate motion features as an atten-

tion cue and demonstrated its effectiveness for event

recognition. We believe that top-down guidance can

also improve the performance in several other applica-

tions such as object detection and action recognition.
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